N dimensional analysis pipeline +

RootInteractive for visualization and
machine learning

Marian Ilvanov

updated version of the OFFLINE week presentation

Boris Rumyancev - Old C++ visualization

Alperen Yuncu - Python visualization

Martin Kroesen - Machine learning wrappers

Jacek + Sebastian - input for the QA time series analysis use case

Mesut - input /testing of the PID calibration use case
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Outlook

Comparison of different analysis methods:
* Thasseography and Shadow projections
* Multidimensional analysis

Multidimensional analysis using ND pipeline + ML interface
Visualization development - RootInteractive (python library)
* https://github.com/miranov25/RootInteractive
* integration to the Python (pip) in progress

Interactive visualization of N dimensional parametric space .. ... 5 sngmes
* Bokeh standalone e el e LG Gl

WA LLL . vy .,»!,'.* .

* Jupyter notebook and ipywidget

* ML for QA/QC time series analysis/automatic alarms e el ve e |

resolutionMIP vs chunkMedian Color=MIPquality_Warning
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Machine learning wrappers:
* Predefined algorithm for “typical” use cases
* Measure the uncertainty A
* Robust regression and model compression ﬂ M

,,,,,,,

yyyyyyyyyyyyy

* + commercial announcements (ML in Google and Microsoft)
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https://github.com/miranov25/RootInteractive

Tasseography (1D)

Tasseography (also known as tasseomancy or tassology) is a divination or
fortune-telling method that interprets patterns in tea leaves, coffee
ounds, or wine or 1D histograms

4

Spring Pouchong tea (Chinese: & &

TE4%: pinyin: Baozhongcha) leaves that An example of a tea leaf reading =
may be used for tasseography showing a dog and a bird on the side of
divination the cup.

https.//en.wikipedia.org/wiki/Tasseography
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Tasseography (1D examples)

Examples of wrong statements:

“Detector noise did not change”:
* 1D conclusion: 1D mean and rms is “in range”

* Reality could be: relative increase of the noise in critical/noisy regions by factor
2-3 not spotted

“DCA resolution is fine”:

* 1D conclusion: TPC G ,, is 1 cm as usual

* Reality could be/was:
* DCA resolution at high pt 3-4 times worse (3-4 mm instead of the 1 mm)
* DCA is biased as function of phi

“TPC-ITS matching is fine”:
* 1D conclusion: mean TPC-ITS matching is stable

* Reality could be: local spikes in time and space. LHC150 sector 2 misbehaving
(~0TPC = ITS matching ) in some time intervals - due distortion fluctuation

“dEdx bias for pile-up event is small”:
* 1D conclusion: 0.2 sigma bias

* Reality (4D maps): up to 2 sigma bias - data not suitable for some categories of
analysis
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Shadow projections (2-Dimensional projections)

Our object Projection of
E.g o;‘cupancy object - Our
map from TP
AMORE b
(3D)

Guessing from 2D projection more reliable than Tasseography
* some imagination to be involved (see next slides)

Alarms to be based on some invariance - e.g the difference between the object
and referenced object

* after projection impossible

* in my typical cases variance O, iS very often smaller by orders of
magnitudes
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Shadow projections, alarms and invariants

0ioi,,, <ox(t)oz_,

Invariance/symmetries in N dimensions (A ref model vector):
* invariance in time (using e.g. reference run)
* invariance in space (e.g. rotation, mirror symmetry)

* data - physical model
* Aside/C side, B field symmetry
* smoothness resp. local smoothness

Projections problems (hidden variables):
* Information loss. Intrinsic spread of variable vectors A and A ref is usually
significantly bigger than spread of A-A

* noise map, DCA bias, resolution maps, occupancy maps, sigma invariant mass maps ....
as function of 1/pt, 6, occupancy, dEdx

* Projected vector A depends on the actual distribution of hidden variable

* Sometimes misleading results
* Non trivial interpretation of projected observation
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Example usage of N-Dimensional analysis
pipeline 1n detector studies

* distortions and distortion fluctuation strongly mitigated in hardware
* dEdx bias for pile-up events understood and partially mitigated
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Space point distortion = Occupancy observable
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Increase of occupancy close to the hot-spot region due to space-charge distortion
Very precise measurement of distortion origin - measuring derivative of distortion with sub-pad granularity

Without proper normalization to reference effect is invisible.
Wrong conclusion made in first analysis

8h May 2019 8



dEdx correction

DPG i TPC dEdx bias (PbPb 2015/2018)

Coon Marian Ivanov

2D slice of 4D correction map (pz/pt=0, SPD Mult=600)

[ crossMatrix.fElements:timeBin (sector <16& &crossMatrix. Sumi)> 30000}
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2 dimensional slice of 4 dimensional correction map - 20 % correction
2D correction map mean correction (projecting all dZ) ~ 0 % - useless
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Multidimensional analysis
pipeline

* library (libStat) written in C++
* possible to use in Python
* visualization written in Python - possible to invoke it in C++ (root)
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Standard ND pipeline (0)

Reconstructed

data
(ESD, AOD, custom
sampled data)

MC data: Y . . v
NIENERE UL Several N-1 Local Global fits Visualization,
references, sampled N dimensional dimensional P . ‘ .
data with MC true histogram T regression: physical interactive
£ p.| statistic: AliNLocal model or queries

nd HEEIL M, 1 regression (local parameteri JUpyt.Sr/t JBokeh
DCS (slow fit,cumulants, kernel polynomial |} zation 'py‘é‘" SA/IOE
control) data ~/ quantiles regression) WeD server
(currents, voltage, MVA
rates) 1
Materialized
views
(aggregated
information):
QA summary 1
Logbook, calib DB)

f(poaphpza ---) G fo(po) D f1(p1) % fz(pz) P ....

Standard calibration/performance maps and QA done and interpreted in multidimensional space
* dimensionality depends on the problem to study (and on available resources)
* function doe

* Data —Histogram — set of ND maps — set of NDlocal regression/TMVA — Global fits
* Some steps can be skipped, e.g local regression (MVA/AliINDLocal) can be done using unbinned input data
* Histogramming in case of non sparse data
* MVA for sparse (going to higher dimensions)
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Standard ND pipeline (1)

N dimensional histogramming
* THn/THnSparse - part of root
* AliTreePlayer::MakeHistogram ....

THn = Map (tree)

Reconstructed
data
(ESD, AOD, custom
MC data: _+ I I I - 1
Kinematic, track T — Several N-1 Local Global fits Visualization,
data with MC true N histogram :'I::Ess;vclth AliNLocal model or queries
—»| mean, rme, regression (local parameteri Jupyter/
fit, cumulants, 1 kernel polynomial zation |py\t/)V|dgets/Bokeh
(currents, voltage quantiles regression) v WED Server
rat~c) ' ' A MVA
Materialized
views
(aggregated
information): [
QA summary . (s . » e o e e
togbook.-calib-DB} Generic “interactive” code. Minimizing amount of custom macros.
Standardizing ND analysis/functional representation
“Declarative” programming - simple queries
—lbSTAT (O Pipeline of standalone tools

Working with function and functional
composition

Routinelly interchanging between non
parametrical and parametrical
representation (physics models)

* part of the TStatToolkit

Map(Tree) = Local regression
* AliNDLocalRegression, MVA interface

Map(Tree) = Global fits (physical models, parameterizations)
¢ AliTMinuitToolkit
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Curse of dimensionality. MVA/histogramming

https://en.wikipedia.org/wiki/Curse_of_dimensionality

When the dimensionality increases, the volume of the space increases so fast that the available data become
sparse.

* The volume of a cube grows exponentially with increasing dimension
* The volume of a sphere grows exponentially with increasing dimension

*  Most of the volume of a cube is very close to the (d - 1)-dimensional surface of the cube

Effect to be considered. Detector/reconstruction experts to be consulted
* Find relevant dimensions (2-6 dimensions)
* Proper selection of variables (smooth or linear behavior)
* e.g g/ptinstead of pt, occupancy/multiplicity instead of centrality
* Proper binning. In case proper selection of variables, few bins needed

In the following I'm considering properly designed dimensionality/binning of the space

Other ML techniques in case of the sparse data (too high dimensions, time series)
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Curse of dimensionality (Example performance map)

https://en.wikipedia.org/wiki/Curse_of_dimensionality

When the dimensionality increases, the volume of the space increases so fast that the available
data become sparse. This sparsity is problematic for any method that requires statistical
significance.

Code fragment $AliPhysics_ SRC/PWGPP/TPC/macros/performanceFiltered.C

i

hisString+=T5tring::Format{"deltaP%d:gPt:tol:logTracks5:#IsPrimd&&TPCONEGEITSRefit&EITSONE1E&ENnCcICut=>hisDeltaP%d Allvy qPt tgl logTracks5(480,%f,%f,200,-5,5,10,-1,1,108,06,18);:",iPar,iPar,-ran
hisString+=T5tring::Format("deltaP%d:qPt:tgl:logTracks5: #IsPrimd&&TPCON&EITSRefit&AITSONOLE&ENCLCut&ETRDON>>hisDeltaP%d TRDv gPt tgl logTracks5(480,%f,%f,260,-5.5.10,-1,1,10,0,10);:",iPar,iP
hisString+=TS5tring: :Format{"pullP%d:qPt:tgl:logTracks5:#¥IsPrimd&&TPCONEEITSRefitAEITSONO1&ENCLCut>>hisPullP%d Allv gPt tgl logTracks5(4ee,-8,8,200,-5,5,10,-1,1,16,08,168);",iPar,iPar)
hisString+=T5tring::Format{"pullP%d:gPt:tgl: logTracks5:#FIsPrimd&&TPCONEEITSRefit&AITSONA1&ENCLCUt&ETRDON>>hisPullP%d TRDv qPt tgl logTracks5(400,-8,8,200,-5,5,18,-1,1,10,6,18);",iPar,iPar)

hisArray = AliTreePlaver::MakeHistograms{chain, hisString, defaultCut,d,maxEntries,2000008,15):

For the tracking performance studies - histogramming is better option (at first stage)
Resolution/pulls as function of (g/pt,Q,mult) - O (20000) bins
Performance generator (jets flat in g/pt)
* 100 jobs x 50 events x 100 tracks (few hours at GSI farm)
* Not sparse - O(25 tracks) per bin
* more in case of bin grouping (parameter in map creation)

Interactive analysis using filtered trees (sampled input flat in pt)
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Usage of n-dimensional pipeline

Pipeline with performance maps in N dimensions in form of generic function
(TFormula).

* In many cases corresponding physical model or parameterization available
* Physical model preferable ~ understanding

* Be aware: partial models could be understood analytically
* e.g dEdx(x0,x1,x2, multiplicity)- value(x0,x1,x2, multiplicity=0)
Usage:

* differential QA
* understand/remember detector behavior - physical models
* scan tuning of the reco. parameters (metric diff of perf. maps)
* scan tuning of the MC parameters (metric diff of perf. maps)
* compare differential y data with MC
* provide recipes for optimal cut selections
* provide input/parameterizations for toy MC/fast MC
* feasibility studies
* enable tune on data in N-dimensions - remapping MC — Data

enable ML algorithms (tune on data)

f(Po D1, P2, ---) # fopo) @ f1(p1) ® fa(p2) B ....
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RootInteractive
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Inroduction:

Introduction:

During the ROOT workshop | presented Alice N-Dimensional analysis pipeline.
After the presentation | was contacted by one of author of JUPYTER
package Sylvain Corlay. He proposed to use Jupyter for interactive
visualization of n-dimensional data.

As a follow up of discussion with Sylvain Corlay during the ROOT workshop.
| started to work on RootlInteractive tool.
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RootlInteractive

Why Rootinteractive?

* RootlInteractive is an Python 2 and (soon 3) library for data analysis and visualization. Python already has
excellent tools like numpy, pandas, and xarray for data processing, and bokeh and matplotlib for plotting,
so why yet another library?

RootInteractive helps you understand your data better, by letting you work seamlessly with both the data
and its graphical representation.

RootInteractive focuses on bundling your data together with the appropriate metadata to support both
analysis and visualization, making your raw data and its visualization equally accessible at all times.

With Rootinteractive, instead of building a plot using direct calls to a plotting library, you first describe
your data with a small amount of crucial semantic information required to make it visualizable, then
you specify additional metadata as needed to determine more detailed aspects of your visualization.
This approach provides immediate, automatic visualization that can be effortlessly requested at any
time as your data evolves, rendered automatically by one of the supported plotting libraries (such as
Bokeh or Matplotlib).

Inspired by the HoloViews project + support for the Root/AliRoot
* possibility to use the code in C++ — in case function to be used in root/C++ parameters by string
* string parsed to python structures internally
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RootlInteractive

Visualization part wrappers:
* client/server application (Jupyter+Bokeh+???)
* client application - (Bokeh standalone - dashboards)

Machine learning part, as | presented in December ML workshop

* set of wrappers which will simplify/and user analysis using tabular data
(trees,csv, pandas ...)

* error estimates, robust statistic, handling of extrapolation errors
* set of predefined (parameterized layouts - e.g. autoencoders)

* Similar approach was chosen recently by GOOGLE and Microsoft (ML for
tabular data)

Integration of the ML part with visualization tools
* Similar approach as was chosen by llastic- successful project of group of
my wife - 5 years ago

* now she is project leader in EMBL responsible for machine learning ...

| assume further activities in the ALICE QA/QC, performance parametrization
will lead to further development of the RootInteractive github (see also
detailed presentation about N-Dimensional pipeline and RootInteractive)
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Example use case - particle yield fits (Mesut)
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RootInteractive example - dedx calibration

Tree/panda interactive application for dummies 3-4 parameters to declare
see Jupyter demo

tree.SetAlias ("selected", "rndm<1.5&&ecl1A>16&&piA>100&&kaA>50&&prA>1")
varDraw="piA:kaA:prA:elA"
tooltips=[('Eta ', '@eta'), ('Centrality ', '@cent'), ("pTot","@ptot"), ("Iteration","@it") ]
layout="((0,1,x visible=0), (2,3,plot height=100), \

plot width=1200,plot height=250,y visible=1)"
widgets="tab.cuts(slider.ptot(0.2,2.2,0.02,0.2,2.2),slider.eta(0,0.8,0.1,0.0), \
slider.cent(0,100,10,0,100),dropdown.it(0,1,2,3,4,5,6)),tab.sign (dropdown.sign(0,1,-1))"
fig=bokehDraw (tree, "selected>0", "ptot",varDraw, "cent",widgets, 0, size=4,nEntries=100000000,
tooltip=tooltips, y axis type="log", layout=layout)
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volid testBokehRender () {
TString x=importBokeh;
x+="tree=ROOT.gROOT.GetGlobal (\"tree\") \n";
x+="aliases=aliasToDictionary (tree)\n";
x+="base=Node (\"MIPquality Warning\") \n";
x+="makeAliasAnyTree (\"MIPquality Warning\",base,aliases)\n";
x+="print (RenderTree (base))";
TPython: :Exec (x) ;

}

void InitData () {
AliExternallInfo info;
tree=info.GetTree ("QA.TPC", "LHC150", "cpassl passl");
}

Root interactive library can be used from the root session
C++ wrapper for most important functions:
* visualization - e.g. creating of the dashboard from root session

* tree syntax analysis - to build RDataFrame from hierarchy of aliases
* Machine learning wrappers
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RootInteractive - Ongoing development

Histogram browsing

Status bar support

Tree - status bar support

Convert static QA pages to bokeh reports

Link histogram and tree/tabular information

Python/C++ wrapper for most important visualization functions

Test (pytest based)

Many examples of the usage of the RootInteractive in separate github
* https://github.com/miranov25/RootInteractiveTest
* Currently 7 tasks with jupyter notebook
* Root interactive data web server for tutorial and example data
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ML framework and QC tools 1n
ALICE.

The 100 y values predicted with dropout

4 pred (Dropout)
Measure the uncertainty A o
Robust regression and model compression |
MVA wrapper+AliNDFunctionInterface } i
”
Marian Ivanov, Martin Kroesen |
-a| |
_ _52 — - X - : .
https://fairyonice.github.io/Measure-the-uncertainty-in-deep-learning-models-using-dro

pout.html
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https://fairyonice.github.io/Measure-the-uncertainty-in-deep-learning-models-using-dropout.html
https://fairyonice.github.io/Measure-the-uncertainty-in-deep-learning-models-using-dropout.html

Why Should we Care About Uncertainty?
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The 100 y values predicted with dropout
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Example:
Alice example time series
flux, gas composition and
distortion

What is the prediction error
for non seen data ?



https://fairyonice.github.io/Measure-the-uncertainty-in-deep-learning-models-using-dropout.html
https://fairyonice.github.io/Measure-the-uncertainty-in-deep-learning-models-using-dropout.html
http://www.cs.ox.ac.uk/people/yarin.gal/website/blog_images/reg_demo_small.jpg
http://www.cs.ox.ac.uk/people/yarin.gal/website/blog_images/reg_demo_small.jpg

Confidence/prediction intervals

Currently not standard libraries to estimate reducibble and irreducible error of
the ML models. Effort only started

For calibration/QA/data analysis - machine learning has to provide local
confidence intervals - we started to provide wrappers for some algorithms

Confidence Intervals for Scikit Learn Random Forests
* http://contrib.scikit-learn.org/forest-confidence-interval/
* https://github.com/scikit-learn-contrib/forest-confidence-interval

* forestci package
* This package adds to scikit-learn the ability to calculate confidence intervals of the predictions generated from scikit-learn

Neural network prediction:
* 1:Delta method
* 2:Bayesian method
* 3: Mean variance estimation
* 4: Bootstrap

Dropout as a Bayesian Approximation: Representing Model Uncertainty in Deep Learning (
https://arxiv.org/abs/1506.02142 - 2015)

* test-time dropout can be seen as Bayesian approximation to a Gaussian process related to the original
network

Bootstrap approach
* provides “prediction” intervals for all methods
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http://contrib.scikit-learn.org/forest-confidence-interval/
https://github.com/scikit-learn-contrib/forest-confidence-interval
https://arxiv.org/abs/1506.02142

Time interval QA + time series
Run2 example of investigation/problems
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Correlated TPC/ITS efficiency loss. Normal run 246148

ntriTSRatio:T:sectorBin {entries>50&&(sectorBin==2||sectorBin==4||sectorBin==6||sectorBin==10}} |
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Time series QA O(0.1s)

Killer effect for

In particular time intervals O(0.5) seconds distortion increased )
many analysis

* locally worse resolution and matching TPC-ITS efficiency
Distortion independent- see time position of spikes
* sector bins 2, 4, 6, 10
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Correlated TPC/ITS efficiency loss. Problematic

ntriTSRatio:T:sectorBin {entries>50&&abs(sectorBin-2)<1.1}
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Time series QA O(0.1s)
(I)-Regular structure observed at sector boundary 2 in the run (246272 and,also some
others)
Outliers in matching efficiency related to time intervals Killer effect for
* Looks like regular position O(min) spacing many analysis

* Irregular amplitude, probability and duration
* begin of run (higher IR) - bigger probability longer duration
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Classification problem:

* Anomalies/Outliers in the performance QA

ML for the time bin based QA

* usually [ |value-expectedValue|<n sigma

* Find most relevant features in the other observables
* Maps: currents, distortion, local multiplicity, matching efficiency, chi2, Ncl, resolution ....

* Derived “invariant” variables:

Training data:
* current maps, and distortion maps (at GSI) can be exported to alien
* time bin based QA currently available only for few run

e.g RMS of current map/phi averaged map/scaled maps

distortion map/phi averaged map

local discontinuities in time and space

“physics” acceptable performance

Explain/find hardware origin of anomalies (hierarchy of alarms)

DCAr alarms decomposition

DCA,, Caide <0

DCA,, Aside G0

DCA,, Aids 050

art
DCA,, Cside Q<0
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meanMIP>meanMIP_WarningMax

meanMIP_Waming
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ML for the time bin based QA - see demo
Current dEdx automatic alarms decomposition for the dEdx
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2018 data - QA extracted merge in 10 minutes interval:
* [JIRA] (ADQT-3) Classification of TPC QA Run2 data based on ML techniques
* https://alice.its.cern.ch/jira/browse/ADQT-3
* More data = possibility to use ML technique

PIDSepPow_comb2<PIDSepPow_comb2_WarningMin

Investigating auto-encoder to use to better define expected values and resolution

dEdx alarms decomposition
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RootlInteractive - short summary

Visualization part wrappers:
* client/server application (Jupyter+Bokeh+???)
* client application - (Bokeh standalone - dashboards)

Machine learning part, as | presented in December ML workshop

* set of wrappers which will simplify/and user analysis using tabular data
(trees,csv, pandas ...)

* error estimates, robust statistic, handling of extrapolation errors
* set of predefined (parameterized layouts - e.g. autoencoders)

* Similar approach was chosen recently by GOOGLE and Microsoft (ML for
tabular data)

Integration of the ML part with visualization tools
* Similar approach as was chosen by llastic- successful project of group of
my wife - 5 years ago

* now she is project leader in EMBL responsible for machine learning ...

| assume further activities in the ALICE QA/QC, performance parametrization
will lead to further development of the RootInteractive github (see also
detailed presentation about N-Dimensional pipeline and RootInteractive)

4h December 2018




RootlInteractive

Detector/Reconstruction/Calibration/Simulation experts defined requirements
and functionality

Assuming we will get help from software experts with implementation

4th December 2018




Google announcement

*GOOGLE - 3 weeks ago (sent to QA/QC)
* https://news.ycombinator.com/item?id=19626275
* https://techcrunch.com/2019/04/10/google-expands-its-ai-services/

As expected, Google used the second day of its annual Cloud Next conference to shine a
spotlight on its Al tools. The company made a dizzying number of announcements today,
but at the core of all of these new tools and services is the company’s plan to democratize
Al and machine learning with pre-built models and easier to use services, while also giving
more advanced developers the tools to build their own custom models.

The highlight of today’s announcements is the beta launch of the company’s Al Platform. The
idea here is to offer developers and data scientists an end-to-end service for building,
testing and deploying their own models. To do this, the service brings together a variety of
existing and new products that allow you to build a full data pipeline to pull in data, label it
(with the help of a new built-in labeling service) and then either use existing classification,
object recognition or entity extraction models, or use existing tools like AutoML or the Cloud
Machine Learning engine to train and deploy custom models. ...

One of these new features is AutoML Tables, which takes existing tabular data that may sit in
Google’s BigQuery database or in a storage service and automatically creates a model that
will predict the value of a given column.

4th December 2018




Microsoft announcment

Source:
* https://techcrunch.com/2019/05/02/microsoft-makes-a-push-to-simplify-machine-learning/

Ahead of its Build conference, Microsoft today released a slew of new machine learning
products and tweaks to some of its existing services. These range from no-code tools to
hosted notebooks, with a number of new APIs and other services in-between. The core

theme, here, though, is that Microsoft is continuing its strategy of democratizing access to
Al.

Ahead of the release, | sat down with Microsoft’s Eric Boyd, the company’s corporate vice
president of its Al platform, to discuss Microsoft’s take on this space, where it competes
heavily with the likes of Google and AWS, as well as numerous, often more specialized
startups. And to some degree, the actual machine learning technologies have become table
stakes. Everybody now offers pre-trained models, open-source tools and the platforms to
train, build and deploy models. If one company doesn’t have pre-trained models for some
use cases that its competitors support, it’s only a matter of time before it will. It’s the
auxiliary services and the overall developer experience, though, where companies like
Microsoft, with its long history of developing these tools, can differentiate themselves. ...

4th December 2018
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