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MATERIAL

- HL-LHC Analysis Mini-Workshop, 4 May, indico agenda

- IRIS-HEP Analysis Systems: webpage link

- "Advances in Analysis tools/ecosystem”, O. Shadura at LHCP
conference, talk link (Copied several slides)

- "Analysis Tools and New workflows”, T. Maeno at ATLAS S&C
week, talk link (Copied several slides)

- ATLAS HL-LHC Computing Conceptual Design Report,
CERN-LHCC-2020-015, esp. Section 8

- ATLAS CPU and Disk resource projection plots, see link

- Evolution of the ATLAS analysis model for Run-3 and prospects
for HL-LHC, https://doi.org/101051/epjconf/202024506014

- Series of meetings about "Analysis software in the wider
HEP/nuclear community” in HSF DAWG (indico category)
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https://indico.cern.ch/event/1028381/
https://iris-hep.org/as.html
https://indico.cern.ch/event/905399/contributions/4291626/attachments/2260129/3837364/LHCP_AS.pdf
https://docs.google.com/presentation/d/1yTY3rl-xQg66HOfrCTri-G85-zsCScacLcCaKZL6MiE/edit
https://cds.cern.ch/record/2729668/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults#Recent_Public_Plots
https://doi.org/10.1051/epjconf/202024506014
https://indico.cern.ch/category/10914/
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HL-LHC TECHNICAL EQUIPMENT:
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HL-LHC CIVIL ENGINEERING: Here we are!
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OUTLINE

User analysis in the ATLAS experiment
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INTRODUCTION: SIMPLIFIED DATA ANALYSIS WORKFLOW FOR A

1 ollision event: 1 event: Array of objects with sub-detector infos
-
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—_— Array of objects with kinematic infos of physics objects

Electrons ‘ ‘ ‘ ‘
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Collision events are independent

Simulation

ROOT
flle formats: Data
1 ROOT flle
‘ DAOD

Array of events:
—

used in statistical analysis
of many events

In essence: several steps of data processing and then data reduction
First parts on Grid/Cloud/HPC - last step usually on local resource5§25



RUN3 ANALYSIS PRODUCTION WORKFLOWS AND FORMATS

Unskimmed

Combined performance One type
‘calibration loop” - ~10KBlev

Tape carousel & disk buffer One type

H

DAOD_PHYS: DAOD_PHYSLITE:

50 kB/event, combined 10 kB/event, very Remaining DAODs: AODs:

single DAOD format (for condensed and Significantly reduced  Larger fraction only
MC, but also DATA), AOD calibrated objects, very number of additional  available on TAPE
event data model important for HL-LHC, ~ DAOD types (10-20)

(EDM) AOD or ntuple EDM, 6/25

ideal for DOMA/XCache



ATLAS DISK SPACE STATUS AND PROJECTIONS

Disk size
120PB current = Fun 3 (1=55) Rlun 4 (4=88-140)
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DISK: 264 PB, filled mainly with Year
Analysis formats (AOD/DAOD) - Run3: within "flat budget”

Only 1-2 replicas possible because

' Run4: challenging to stay within
of large sample sizes

"flat budget”
In addition TAPE pledge of 330 PB

7/25



PROCESSING INPUT/OUTPUT VOLUMES PANDA IN PAST ~2 YEARS

JE all sum inputfiletype by processingtype filter JE all sum outputfiletype by processingtype filter

@ prunjpathena @ HammerCloud @ Rest @ deriv @ simul @ pile @ prun/pathena @ HammerCloud @ Rest @ deriv @ simul
evgen @ reprocessing

pile
® evgen @ reprocessing

89
1776PB II
I 4.4p8
88.8P8 I I I
| 1. I

Jan 2019 wworor w0 oo G 2021 Jan 2019@\9 oo oo dGeol 207y 99

statechangetime per month statechangetime per month

Sum of inputfilebytes
Sum of inputfilebytes

- Grid input processing volume ~250 PB/month - 30-50% (/100 PB/month) for analysis
- Grid output volume ~10 PB/month - ~2 PB/month for analysis
- Tier0 batch is not included here

Distributed analysis users have relatively large freedom in workflow choices
- DAOD datasets largely distributed across Tier0/1/2 sites
Extrapolations:
- Run3: expect slightly higher numbers: more events, less formats

- Run4: much more events should be balanced by smaller formats 8/25



HL-LHC ANALYSIS R&D SCENARIOS

- Baseline: new data formats foreseen for Run 3, AthenaMT, but
otherwise continues in largely the same way as in Run 2.

- Conservative R&D: R&D for Run3 successful: data carousel, fast
track reconstruction, lossy compression, most of detector
simulation with fast simulation

- Aggressive R&D: New developments with very significantly
improve the speed or storage volumes. For analysis almost
universal adoption by the physics groups of DAOD_PHYSLITE.
Faster full and fast simulation, porting of code to GPUs
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STATUS FOR RUN3

DAOD_PHYS:
Available and under commissioning for Run3

DAOD_PHYSLITE:
Advanced prototype available and more work w.r.t.
systematic handling needed towards Run3

DAOD_PHYS prototype: 40 kB/event

Ta e

Lossy compression:
Under commissioning for Run3 in DAOD_PHYS

Containers:

Analysis and production releases and user
container in production, can be used e.g. on PanDA
orin local cluster

Data carousel:

In production - popular AODs and HITS keptin a
disk buffer, and others staged from TAPE
on-demand

10/25



VERY SIMPLE HL-LHC EXTRAPOLATION FOR EVENTS AND DISK

MC Data
AOD DAOD DAOD AOD DAOD DAOD
PHYS  PHYSLITE PHYS  PHYSLITE
events / year 2-10T  2.10" 2-107 7-100  7.100 7-1070
size/event [kB] | 1000 50 10 700 50 10
disk [PB/year] 200 10 2 49.0 35 0.7

Assumptions:

- no extra versions & no replication - this will increase the volume by a
factor 2-4

- More disk space is needed for additional DAOD flavours for combined
performance groups and special physics analysis

- Average size/event and no pile-up dependence assumed here

— More DAOD_PHYSLITE and less DAOD usage, AOD with tape carousel will
reduce disk capacity needs 1/25



SOME COMPUTING MODEL ASPECTS

Analysis pipelines

For production: derivation production

Individual analysis: requires proper environment
like e.g. Analysis facility

Analysis Preservation/RECAST with REANA is
already a requirement for e.g. BSM analysis

Analysis diversity

Expect 70-80% can use DAOD_PHYS/LITE
but special needs for extra formats/samples in
e.g. b-physics or Combined Performance groups

Programming models

Declarative vs. procedural: support both

Automating systematics, calibrations: central code for both
are used in all individual analysis

and is planned to be used in DAOD_PHYSLITE production
how to best handle systematics in central production

is under discussion and requires R&D
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IMPACT OF R&Ds

GPU

mainly projected to be used in production (Simul and Reco)
and ML for analysis - but are there new trends ?

Analysis facilities

Active R&D within WLCG/DOMA on-going

Presentation with ADC plans will be presented at vCHEP
Some prototypes at small scale available e.g. in the US,
Cloud R&D on-going

Jupyter Notebooks

Ideal for code prototyping but requires seamless integration
with a data facility in case of bulk processing needs
Unclear how many users can be served simultaneously

Trends

ROOT remains a corner stone of analysis

Python analysis ecosystem (see below)

Columnar data format for analysis: R&D on-going

Real-time analysis R&D on-going, but offline analysis still needed

Python ecosystem

ROQT is one pilar of analysis

But also support for data science tools inside/outside of HEP
Important for AI/ML tools and data formats

Training of new students

Languages

C++, Python
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DISTRIBUTED ANALYSIS ASPECTS

Latency

> The most crucial issue
- Pointless if there is days of latency
> Major contributions
- Task and job creation time
+ Performance improvement of iDDS
- Dedicated JEDI and Panda server nodes
* Express share for analysis
+ Shorter daemon cycles
- Queueing time in remote schedulers
+ Dedicated computing resources, preemption, on-demand
cluster spin-up, ...
- Tail in task completion time
- Stage-in/data-ingestion and stage-out time
> User interface, monitoring, and prediction on the completion
time can mitigate the issue
- User interface: to hide asynchronous gotcha from the user
- Monitoring: to continuously show the progress of the
processing and keep the user informed
- Prediction: to give clear and hopeful perspective to the useri4/25



DISTRIBUTED ANALYSIS DEVELOPMENTS

Relevant Development Activities

New Workflows/Tools:
HPO and Horovod (Rui)
MC Toy (Christian)
Columnar (Nikolai)
dask (Nikolai, Fang-Ying)

PanDA
(PanDA team)
high-\x Menolithic

Data Storage
scheduling ‘tv p’ f wolkload y Remote
N 144 ) iy /scheduler &
e WY workload ey Y = -
bt L Toes oilgning + schedule “; Aerecust.om g < read
Local Prompt 8 1% :
Pt oBs Ot DAG formation | ey &
% o |

- - P o . CPUIGPU

Workload "% submit schedule . Clusters

P>
H Firewall Remote Prompr * r .
Monolithic /o o
5
; acceps > workload < 2 . fe2d
W . > F ” r—E g
~as % - - ~ O - < .

. Scheduler

o : t .
seone S gr
return get_result(blpcking=True)

(Tuan) Remote Scheduling:

[ Frontend: Jupyter-based user I/F
[ k8s (Fernando)

Monitoring and Prediction dask (Paul)
(Many people)




OUTLINE

IRIS-HEP
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ANALYSIS SYSTEMS IN IRIS-HEP - FOCUS AREA STRATEGIES

fone s gzcabinetry

Modularity &
interfaces.

T. y

oata Selection & From workspaces Fit results Reusability
access systematic uncertainties to likelihoods and diagnostics and preservation

o
[zt pyhf \ A

yadage

ServiceX (S

co"{ l
Establish declarative specifications for analysis tasks and workflows that will enable the technical development of
analysis systems to be decoupled from the user- facing semantics of physics analysis.
Leverage and align with developments from industry and the broader scientific software community to enhance
sustainability of the analysis systems.
Develop high-throughput, low-latency systems for analysis for HEP.
Integrate analysis capture and reuse as first class concepts and capabilities into the analysis systems.

Analy5|s Grand Challenge:
End-to-end analysis optimization including systematics on a realistically sized HL-LHC (/2200 TB) end-user
analysis dataset
Analysis Preservation & Reinterpretation: The ability to preserve the optimized analysis (in git repositories,
docker images, workflow components, etc.), reproduce results, and reinterpret the analysis with a new 5\%n7t
hypothesis. 7125



0 1 2 billions

Eu:n:l é I'EIDI:II:I F
DEED

DDED EDDE oo
el L]
EEr 10
T..;.'E';‘pa[l e Tossi] Logical view: particles as lists of nested objects
L
o] [ L R p——
RooT % (Muon(4.72, —0.207, 0.953)1,
[Muon(8.59, —1.754, —9.264), Muon(8.71, 0.185, 0.629)]
®  Minimalist ROOT I/O in pure Python and Physical layout: arrays grouped in a tree structure
Numpy offsets o, 3, 4 s, 7
®  Uproot easily bridges the ROOT and the PP F P & F
NumPy-based ecosystems eta 0.862, 0.924, 0.923, -0.991, 0.953, -0.264, 0.629
®  Unlike the standard C++ ROOT Pure Python+N library f oulat lex data struct fth
implementation, Uproot is only an 1/O library, . ure on+Numpy library for manipulating complex data structures even if they
: . . o Contain variable-length lists (jagged/ragged)
pnm;i_r ily :ntenf!ed[_t;) stl_'ear_n (;,a‘: into o Are deeply nested (record structure)
machine learning libraries in Python. o Have different data types in the same list (heterogeneous)
o Are not contiguous in memory
https://qithub.com/scikit-hep/uproot4 https://github.com/scikit-hep/awkward-1.0
Oksana Shadura Advances in Analysis tools/ecosvstem LHCP 2021 - June 9th. 2021 11
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Coffea Analysis Framework

(umpy vector operaton - fast

/7/ DASK
Sb"b”rk?

coffea executor

ROOT fi

oS map reduce
Parquet fles

—_— — &
coffea processor |

[NNE NN NN

EUser just needs to define ai

Traditional

”””””””””” ’ ‘o thigh-level  wrapper  around  user ¢
SO analysis code: the coffea e
New columnar data analysis i processor and coffea framework . ! Djstributed executors!
concepts! i will take care of everything incl. @ ...

: scaling-out

Smith, Nicholas, Lindsey Gray, Matteo Cremonesi, Bo Jayatilaka, Oliver Gutsche, Allison
Hall, Kevin Pedro et al. "COFFEA Columnar Object Framework For Effective Analysis."
https://doi.org/10.1051/epjconf/202024506012

EPJ Web of Conferences, vol. 245, p. 06012. EDP Sciences, 2020.

https://github.com/CoffeaTeam/coffea

Oksana Shadura Advances in Analysis tools/ecosystem LHCP 2021 - June 9th, 2021 15
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ServiceX service

ServiceX is a scalable HEP event data
extraction, transformation and delivery
system (it provides user level ntuple
production)

e Converts experiment-specific datasets
to columns: ATLAS xAOD/DAOD, CMS
NanoAOD, ROOT Flat Ntuple

e Enable simple cuts or simple derived
columns and fields

e Delivery: deliver to a user or stream into
Analysis System

e Scalable: runs on any Kubernetes
cluster, scales up workers when
necessary

ServiceX doc

"Towards Real-World Applications of
ServiceX, an Analysis Data

Transformation System” Kyungeon
Choi vCHEP

ServiceX

Oksana Shadura

Advances in Analysis tools/ecosystem

ata Lake
alltiers, all QOS

Sxecutable Computing
accesstoken

Storage
Elemants

servicex

e‘lo\a'ne )
Soae
e - sacn
P = E
. Dal soo

mbly
[[Lrmoton el
g
© xcxon R
@o peceemne

Tape storage

Possibly narcware
acoelerated

g =. processing
status

Servicex tested with  /7/DASK and é

Can be easily deployed on the local computer as well in
analysis facility!

LHCP 2021 - June Sth. 2021 18
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ServiceX =
func-ad] Remote data B
Remote queries

WOT uReadmg and writing

ROOT files (just /O)

Coffea-Casa

iminuit 2 Fit | Soveex |

Raw minimization  Curve fits

Er—
(eharod)

s v =
N e Statistical tools N
with nested structure  DataFrame for L Ko |
(not HEP-specific) nested structure el vy

/\,
5 Boo: e

—_—= i [n{ |stog;'ré:n Plotting _. . j

vector : & hist! = E D,
2D,3D, & Lorentz vectors Histogramming " Pythonic PDG /2" @ pybn Curdt -

..and many more

Coffea-casa: an analysis facilit;
I
(IRIS-HEP Analysis Systems) plenany

rototype’, VCHEP 2021

Coffea-casa: an analysis facility prototype, M. Adamec, G. Attebury, K. Bloom, B.
Bockelman, C. Lundstedt, O. Shadura and J. Thiltges, arXiv 2103.01871
Oksana Shadura Advances in Analysis tools/ecosystem LHCP 2021 - June 9th, 2021 19
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OUTLINE

ROOT
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ROOT RDataframe

‘ . ==
o , E=EEN

(€8 NanoAOD)

sV

Apache Arrow
ATLAS' xAOD
Numpy Arrays x
The HEP analysis landscape e
Analysis language ?::;i;:k }
50 g;;m e # enable multi-threading oF = dF Range(2) #filled in a single loop
- EOS or other not-so-fast backend ici = " " g
ROOT.EnablelmplicitMT() Define("my_px", “pxfeta > 0]") h1 = df Histo1D(“my_px", "w")
df = ROOT.RDataFrame(dataset) h2 = df.Histo1D(“px”, “w")
Platform
laptop or PC many-core machine ~ COMPUting cluster

+ job submission

The introduction of elements of declarative programming in the

ROOT::RDataFrame addresses all use cases design (users say what they need to compute, RDataFrame
with a single high-level programming model . . -
) chooses how to compute it) provides user-visible advantages such
D Piparo, P Canal, E Guiraud et al. “RDataFrame: Easy Parallel as less typing, increased readability and abstraction of complex
ROOT Analysis at 100 Threads” operations_

EPJ Web of Conferences 214, 06029 (2019)
https://doi.org/10.1051/epjconf/201921406029

RDataframe tutorials
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ROOT RNTuple

EAD ot g vt st i s (18 comprsnd)

Seamless transition from
TTree to RNTuple

[Event iteration
Reading and writing in event loops and througRDataFrane

RNTupleView, ter

Events /s

ANTuple /TTree.

T T T
“Columns” containing elements of fundamental types (£loat, int, ...) i RNTuple R&D aiming ata leap in data throughput
grouped into (compressed) pages and clusters :
RColumn, RColumnElement, RPage B y N
o Updated (backwards incompatible) data format for next-generation

Storage layer / byte ranges : event /0
RCluster, RNTupl 1 ; o Expect ~10-15% smaller files,

x2-5 better single-core throughput on SSD
: : o Aims at using modern I/O devices to the full capacity
RNTuple provide modular storage layer that : o Modern, robust API (e.g., thread-friendly, systematic use of
 supports files as data containers but also i i exceptions)
: file-less systems (object stores)! ‘

Blomer, Jakob, et al. "Evolution of the ROOT Tree I/0."
EPJ Web of Conferences. Vol. 245. EDP Sciences, 2020.
https://doi.org/10.1051/epjconf/202024502030

Oksana Shadura Advances in Analysis tools/ecosystem LHCP 2021 - June 9th, 2021 7
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SUMMARY AND CONCLUSIONS

- Key components for HL-LHC:

- Multi-step data reduction

- Compact data format(s)

- Calibrations and smart systematic handling

- Smart integration of ML and emerging technologies like
dedicated facilities or new data handling
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Slots of Running jobs

1.0 Mil
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analysis }
o April 2021
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01/01

- CPU pledge of 3125 kHS06

- 10-20% of analysis share on the Grid/Cloud - not HPC - mainly single core
serial processing payloads

- Very diverse inputs and processing payloads in analysis

- In addition lots of final analysis happens on local batch farm or computers on
individual ntuples



ATLAS DISTRIBUTED COMPUTING OVERVIEW

The ATLAS distributed computing
system is centered around:

- Workflow management

system: PanDA n
- Data management system: e _——
=

- Many additional Configuration
components: AGIS, ProdSys,
Analytics, ...

- Resources: WLCG grid sites,
Tier0, HPCs, Boinc, Cloud

- Shifters: Grid, Expert and
Analysis (ADCoS, CRC, DAST)
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