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MATERIAL

• HL-LHC Analysis Mini-Workshop, 4 May, indico agenda
• IRIS-HEP Analysis Systems: webpage link
• ”Advances in Analysis tools/ecosystem”, O. Shadura at LHCP
conference, talk link (Copied several slides)

• ”Analysis Tools and New workflows”, T. Maeno at ATLAS S&C
week, talk link (Copied several slides)

• ATLAS HL-LHC Computing Conceptual Design Report,
CERN-LHCC-2020-015, esp. Section 8

• ATLAS CPU and Disk resource projection plots, see link
• Evolution of the ATLAS analysis model for Run-3 and prospects
for HL-LHC, https://doi.org/10.1051/epjconf/202024506014

• Series of meetings about ”Analysis software in the wider
HEP/nuclear community” in HSF DAWG (indico category)
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https://indico.cern.ch/event/1028381/
https://iris-hep.org/as.html
https://indico.cern.ch/event/905399/contributions/4291626/attachments/2260129/3837364/LHCP_AS.pdf
https://docs.google.com/presentation/d/1yTY3rl-xQg66HOfrCTri-G85-zsCScacLcCaKZL6MiE/edit
https://cds.cern.ch/record/2729668/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults#Recent_Public_Plots
https://doi.org/10.1051/epjconf/202024506014
https://indico.cern.ch/category/10914/


LHC TIMELINE
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OUTLINE

User analysis in the ATLAS experiment

IRIS-HEP

ROOT
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INTRODUCTION: SIMPLIFIED DATA ANALYSIS WORKFLOW FOR ATLAS

1 pp-collision event:
Calorimeter

Inner detector

Muon detector

…

Array of objects with sub-detector infos

Electrons

Muons

Jets

Array of objects with kinematic infos of physics objects

…

…

…

…

1 event:

…

…

…

1 ROOT file:
Array of events:

Collision events are independent

RAW

AOD

DAOD

EVNT

HITS

RDO

Data

Simulation

ROOT  
file formats:

used in statistical analysis 
of many events

Generation

Simulation

Reconstruction

Derivation/Filtering

Analysis

…

…

In essence: several steps of data processing and then data reduction
First parts on Grid/Cloud/HPC - last step usually on local resources
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RUN3 ANALYSIS PRODUCTION WORKFLOWS AND FORMATS

DAOD_PHYS:
50 kB/event, combined
single DAOD format (for
MC, but also DATA), AOD
event data model
(EDM)

DAOD_PHYSLITE:
10 kB/event, very
condensed and
calibrated objects, very
important for HL-LHC,
AOD or ntuple EDM,
ideal for DOMA/XCache

Remaining DAODs:
Significantly reduced
number of additional
DAOD types (10-20)

AODs:
Larger fraction only
available on TAPE

6/25



ATLAS DISK SPACE STATUS AND PROJECTIONS

• DISK: 264 PB, filled mainly with
Analysis formats (AOD/DAOD)

• Only 1-2 replicas possible because
of large sample sizes

• In addition TAPE pledge of 330 PB

• Run3: within ”flat budget”

• Run4: challenging to stay within
”flat budget”
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PROCESSING INPUT/OUTPUT VOLUMES PANDA IN PAST ≈2 YEARS

• Grid input processing volume ≈250 PB/month - 30-50% (≈100 PB/month) for analysis
• Grid output volume ≈10 PB/month - ≈2 PB/month for analysis
• Tier0 batch is not included here
• Distributed analysis users have relatively large freedom in workflow choices
• DAOD datasets largely distributed across Tier0/1/2 sites
• Extrapolations:

• Run3: expect slightly higher numbers: more events, less formats
• Run4: much more events should be balanced by smaller formats 8/25



HL-LHC ANALYSIS R&D SCENARIOS

• Baseline: new data formats foreseen for Run 3, AthenaMT, but
otherwise continues in largely the same way as in Run 2.

• Conservative R&D: R&D for Run3 successful: data carousel, fast
track reconstruction, lossy compression, most of detector
simulation with fast simulation

• Aggressive R&D: New developments with very significantly
improve the speed or storage volumes. For analysis almost
universal adoption by the physics groups of DAOD_PHYSLITE.
Faster full and fast simulation, porting of code to GPUs
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STATUS FOR RUN3

DAOD_PHYS:
Available and under commissioning for Run3

DAOD_PHYSLITE:
Advanced prototype available and more work w.r.t.
systematic handling needed towards Run3

Lossy compression:
Under commissioning for Run3 in DAOD_PHYS

Containers:
Analysis and production releases and user
container in production, can be used e.g. on PanDA
or in local cluster

Data carousel:
In production - popular AODs and HITS kept in a
disk buffer, and others staged from TAPE
on-demand
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VERY SIMPLE HL-LHC EXTRAPOLATION FOR EVENTS AND DISK
MC Data
AOD DAOD DAOD AOD DAOD DAOD

PHYS PHYSLITE PHYS PHYSLITE
events / year 2 · 1011 2 · 1011 2 · 1011 7 · 1010 7 · 1010 7 · 1010
size/event [kB] 1000 50 10 700 50 10
disk [PB/year] 200 10 2 49.0 3.5 0.7

Assumptions:

• no extra versions & no replication - this will increase the volume by a
factor 2-4

• More disk space is needed for additional DAOD flavours for combined
performance groups and special physics analysis

• Average size/event and no pile-up dependence assumed here

→ More DAOD_PHYSLITE and less DAOD usage, AOD with tape carousel will
reduce disk capacity needs 11/25



SOME COMPUTING MODEL ASPECTS

Analysis pipelines For production: derivation production
Individual analysis: requires proper environment
like e.g. Analysis facility
Analysis Preservation/RECAST with REANA is
already a requirement for e.g. BSM analysis

Analysis diversity Expect 70-80% can use DAOD_PHYS/LITE
but special needs for extra formats/samples in
e.g. b-physics or Combined Performance groups

Programming models Declarative vs. procedural: support both
Automating systematics, calibrations: central code for both
are used in all individual analysis
and is planned to be used in DAOD_PHYSLITE production
how to best handle systematics in central production
is under discussion and requires R&D
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IMPACT OF R&DS

GPU mainly projected to be used in production (Simul and Reco)
and ML for analysis - but are there new trends ?

Analysis facilities Active R&D within WLCG/DOMA on-going
Presentation with ADC plans will be presented at vCHEP
Some prototypes at small scale available e.g. in the US,
Cloud R&D on-going

Jupyter Notebooks Ideal for code prototyping but requires seamless integration
with a data facility in case of bulk processing needs
Unclear how many users can be served simultaneously

Trends ROOT remains a corner stone of analysis
Python analysis ecosystem (see below)
Columnar data format for analysis: R&D on-going
Real-time analysis R&D on-going, but offline analysis still needed

Python ecosystem ROOT is one pilar of analysis
But also support for data science tools inside/outside of HEP
Important for AI/ML tools and data formats
Training of new students

Languages C++, Python
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DISTRIBUTED ANALYSIS ASPECTS
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DISTRIBUTED ANALYSIS DEVELOPMENTS
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ANALYSIS SYSTEMS IN IRIS-HEP - FOCUS AREA STRATEGIES

• Establish declarative specifications for analysis tasks and workflows that will enable the technical development of
analysis systems to be decoupled from the user- facing semantics of physics analysis.

• Leverage and align with developments from industry and the broader scientific software community to enhance
sustainability of the analysis systems.

• Develop high-throughput, low-latency systems for analysis for HEP.
• Integrate analysis capture and reuse as first class concepts and capabilities into the analysis systems.

• Analysis Grand Challenge:
• End-to-end analysis optimization including systematics on a realistically sized HL-LHC (≈200 TB) end-user
analysis dataset

• Analysis Preservation & Reinterpretation: The ability to preserve the optimized analysis (in git repositories,
docker images, workflow components, etc.), reproduce results, and reinterpret the analysis with a new signal
hypothesis. 17/25
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SUMMARY AND CONCLUSIONS

• Key components for HL-LHC:
• Multi-step data reduction
• Compact data format(s)
• Calibrations and smart systematic handling
• Smart integration of ML and emerging technologies like
dedicated facilities or new data handling
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CPU USAGE

• CPU pledge of 3125 kHS06
• 10-20% of analysis share on the Grid/Cloud - not HPC - mainly single core
serial processing payloads

• Very diverse inputs and processing payloads in analysis
• In addition lots of final analysis happens on local batch farm or computers on
individual ntuples



ATLAS DISTRIBUTED COMPUTING OVERVIEW

The ATLAS distributed computing
system is centered around:
• Workflow management
system: PanDA

• Data management system:
Rucio

• Many additional
components: AGIS, ProdSys,
Analytics, ...

• Resources: WLCG grid sites,
Tier0, HPCs, Boinc, Cloud

• Shifters: Grid, Expert and
Analysis (ADCoS, CRC, DAST)

Panda Rucio

Grid CPU HPCs CPU Clouds CPU

ProdSysUser

AGIS

Workflows

Jobs

Configuration

Data

Monitoring, 
Analytics
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