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• Memorable Moments of AI  
• Computer Vision
• Natural Language Processing (NLP)
• Control and Optimization

• What is Deep Learning

• Some examples 

Feel free to ask questions at any moments!



https://arxiv.org/pdf/1409.0575.pdf

“The human error was estimated to be 5.1%”

Classify each image into one of 1000 different 

classes!

https://paperswithcode.com/



• Image Segmentation
• Instance Segmentation
• Object Detection
• Pose Estimation
• Face Recognition

Image credit: https://ai.facebook.com/tools/detectron2/

Other popular computer vision tasks



https://www.theverge.com/2019/1/31/18203363/ai-artificial-

intelligence-photography-google-photos-apple-huawei

End-to-end computation 

Photography. 



Self-driving Cars

• Level 1 “hands-on”

• Level 2 “hands-off”

• Level 3 “eyes-off”. 

• Level 4 “minds-off”

https://www.tesla.com/videos/autopilot-self-driving-hardware-neighborhood-long



“In an independent study of six radiologists, the AI system 
outperformed all of the human readers: the area under the 

receiver operating characteristic curve (AUC-ROC) for the AI 

system was greater than the AUC-ROC for the average 

radiologist by an absolute margin of 11.5%.”



Common NLP tasks:
• Machine Translation
• Question Answering
• Text Generation
• Named Entity Recognition
• Sentiment Analysis
• Text Summarization
• Speech Recognition



The resulting human performance score on the test 

set is 91.2% F1.

The Stanford Question Answering Dataset

(SQuAD) 

https://rajpurkar.github.io/mlx/qa-and-squad/

Question Answering





“AlphaGo's 4-1 victory in Seoul, South Korea, on March 2016”



AlphaGo 3-0 Ke Jie world No. 1 ranking player Go player in a 

three-game Go match in May 2017.



https://www.nature.com/articles/d41586-020-03348-4

https://www.nature.com/articles/s41586-021-03819-2

“The ability to accurately predict protein structures from their 

amino-acid sequence would be a huge boon to life sciences 

and medicine.”

https://www.nature.com/articles/d41586-020-03348-4
https://www.nature.com/articles/s41586-021-03819-2


• Memorable Moments of AI  
• Computer Vision
• Natural Language Processing (NLP)
• Control and Optimization

• What is Deep Learning
• Stochastic Gradient Descent & Backpropagation (90s)
• Fast enough hardware & Big Data (recently)

• Some examples 



Remixed from: http://introtodeeplearning.com/



How can we teach a computer this is a “one”?

Image credit: https://data-flair.training/blogs/tensorflow-mnist-dataset/



How about cat vs dog? 

Image credit: https://www.kaggle.com/c/dogs-vs-cats



Loss = L(y, y’)



HKUSTCode: https://github.com/hunkim/PyTorchZeroToAll

Slides: http://bit.ly/PyTorchZeroAll

\alpha = Learning Rate. 





We need to do this for ALL weights in the network. 



Make it wider



Image credit: https://www.researchgate.net/figure/Multi-Layer-Perceptron-MLP-diagram-with-

four-hidden-layers-and-a-collection-of-single_fig1_334609713

Multilayer Perceptron (MLP)
Make it wider and deeper



However, there are two major problems of MLP 
when handling image data.

1. Parameter efficiency. Each layer is a large matrix 
of dimension `input_dim X output_dim`. (i.e.
think about image size of 1000x1000)

2. Does not handle “shift-invariance” of images. If 
we shift the digital “1” several pixels away, the 
model has to learn it as a “new” instance.



Convolutional Neural Networks (CNN)

1. Parameter efficiency. “Kernels” are reused 
at all locations. Parameters won’t grow 
with input image dimension. 

2. Handles “shift-invariance” of images. Any 
location containing “signal” will activate 
the kernel. 

https://github.com/vdumoulin/conv_arithmetic



Convolutional Neural Networks (CNN)

1. Parameter efficiency. “Kernels” are reused 
at all locations. Parameters won’t grow 
with input image dimension. 

2. Handles “shift-invariance” of images. Any 
location containing “signal” will activate 
the kernel. 

LeNet

Make it wider



Big Data for benchmarking

AlexNet: implemented in CUDA and utilized GPU. 

Image credit: 

https://en.wikipedia.org/wiki/AlexNet#/media/File:Comparison_image_neural_networks.svg

61M parameters60K parameters



Big Data for benchmarking

AlexNet: implemented in CUDA and utilized GPU. 

Image credit: 

https://en.wikipedia.org/wiki/AlexNet#/media/File:Comparison_image_neural_networks.svg

61M parameters60K parameters

“Our network takes between five and six days to train on 
two GTX 580 3GB GPUs”

GTX 580: 1.581 TFLOPS Each. 

Krizhevsky, Alex, Ilya Sutskever, and Geoffrey E. Hinton. "Imagenet classification with deep 

convolutional neural networks." Advances in neural information processing systems 25 (2012): 

1097-1105.



Most modern High-performance computing (HPC) are powered by GPUs.

https://www.top500.org/

For example, IBM AC922 has 4 (or 6 GPUs) per node. 

NVIDIA DGX2 has 16 GPUs per node, and DGX1 has 8 GPUs per node.

“the world’s first 2 petaFLOPS system 
integrating 16 NVIDIA V100 Tensor Core 
GPUs for large-scale AI projects” -- NVIDIA

“Performance Analysis of Deep Learning Workloads on Leading-edge Systems” (2019)

https://ieeexplore.ieee.org/document/9059262

IBM AC922



Image credit:
https://en.wikipedia.org/wiki/TOP500#/media/File:Supercomputers-history.svg
https://www.amd.com/en/products/cpu/amd-epyc-7763
https://www.nvidia.com/en-us/data-center/a100/
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NVIDIA A100 GPU (6912 CUDA cores)
FP32: 19.5 TFLOPS 
Tensor Float 32 (TF32): 156 TFLOPS 

AMD EPYC 7763 (64-cores)
FP32: 3.58  TFLOPS 

Comparing most advanced CPU and GPU

https://en.wikipedia.org/wiki/TOP500
https://www.amd.com/en/products/cpu/amd-epyc-7763
https://www.nvidia.com/en-us/data-center/a100/
https://en.wikipedia.org/wiki/FLOPS


However…

• Coding GPU in C/C++ with CUDA is difficult.

• Manually code forward and backward passes, and differentiation using chain rule is tedious.



• Coding GPU used to be difficult (C/C++ with CUDA).

• Manually code forward and backward pass, and differentiation using chain rule is tedious.

Modern Deep Learning libraries made these very easy!

Mostly Python-based: PyTorch, TensorFlow, JAX and so on.



https://pytorch.org/tutorials/beginner/basics/optimization_tutorial.html

#Initialize optimizer

To move model or data to GPU, simply

`model = model.cuda()`



• Coding GPU used to be difficult (C/C++ with CUDA).

• Manually code forward and backward pass, and differentiation using chain rule is tedious.

Modern Deep Learning libraries made these very easy!

Mostly Python-based: PyTorch, TensorFlow, JAX and so on.

Some higher-level deep learning libraries can get an inference job done in three lines of code!

https://huggingface.co/

https://huggingface.co/transformers/quicktour.html



• Coding GPU used to be difficult (C/C++ with CUDA).

• Manually code forward and backward pass, and differentiation using chain rule is tedious.

Modern Deep Learning libraries made these very easy!

Mostly Python-based: PyTorch, TensorFlow, JAX and so on.

Some higher-level deep learning libraries can get an inference job done in three lines of code!

https://huggingface.co/

https://huggingface.co/transformers/quicktour.html

It’s the best time to learn and practice deep learning! 



• Memorable Moments  

• What is Deep Learning

• Some examples 
• Object Detection for NNSA / IAEA
• Neural Fingerprints for COVID drug screening
• Bayesian Neural Nets for climate prediction
• Auto-encoder for sPHENIX Data Compression
• Bridge the gap between simulation and experiments, GAN!
• Software hardware Co-design: deploying AI at edge. 



Supervised Deep Learning Software for 
Surveillance Cameras
• Use computer vision (deep learning) algorithms to assist IAEA 

inspectors reviewing surveillance footage more efficiently.

National Nuclear Security Administration (NNSA)

2019 Joule Awards by NA-241 SG Tech
Jihwan Park, Yuewei Lin, Shinjae Yoo, Yonggang Cui



Thank you!

• Please Contact me if you are interested in AI/ML SULI projects!

• yren@bnl.gov


