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Standard   TMD   formula

f q
1 (x, bT; μ) = ∑

i

(Cqi ⊗ f i
1)(x, b*; μb) eS(b*;μb,μ) egK(bT)log μ/μ0 f q

NP(x, bT)



Standard   TMD   formula

Perturbative part :
OPE matching coefficients Cqi

collinear PDFs at scale   μb =
2e−γE

b*(bT)

Sudakov factor  perturbative evolution→
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For μ=μ0=1 GeV  TMD(x, bT; μ0) = PDF(x; μ0) fNP(x, bT)
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Focus on   NonPerturbative part : evolution
intrinsic wave function
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NonPerturbative  functional  form

PV17 fit 
A. Bacchetta et al., JHEP06 (2017) 081, arXiv:1703.10157

fNP(x, k2
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1
π

1 + λk2
T

g1 + λg2
1

e−k2
T /g1

g1(x) = N1
(1 − x)α xσ

(1 − ̂x)α ̂xσ

̂x = 0.1

gK(bT) = − g2
b2
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evolution
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similar for TMD FF



NonPerturbative  functional  form

PV17 fit 
A. Bacchetta et al., JHEP06 (2017) 081, arXiv:1703.10157

fNP(x, k2
T) =

1
π

1 + λk2
T

g1 + λg2
1

e−k2
T /g1

g1(x) = N1
(1 − x)α xσ

(1 − ̂x)α ̂xσ

̂x = 0.1

gK(bT) = − g2
b2

T

4
evolution

intrinsic wave function

g2    nonperturbative evolution→
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α   high-x width of TMD→
λ   weight of second Gaussian→ } not much constrained by fit
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PV17  nonperturbative   parameters

PV17 fit 
A. Bacchetta et al., JHEP06 (2017) 081, arXiv:1703.10157

g2
N1 

[GeV2]
σ α λ 

[GeV-2]

0.13 ± 0.01 0.28 ± 0.06 0.17 ± 0.02 2.95 ± 0.05 0.86 ± 0.78

Data from:                      SIDIS                        Drell-Yan                  Z-boson production 
                            Hermes , Compass              FermiLab                   Tevatron: CDF , D0

8059 pts , 11 parameters , χ2/dof = 1.55 ± 0.05

ḡ2 ± Δg2 N̄1 ± ΔN1 σ̄ ± Δσ ᾱ ± Δα λ̄ ± Δλ

all standard deviations at 68% confidence level

{



Sensitivity coefficients  of  PV17 parameters

3

NINPHA-PV at the forefront in many fields : examples  

phenomenology  
mostly driven by year-long preparation   

of EIC Yellow Report:

902 pp., 414 authors, 121 institutions

M. Radici co-editor

B. Pasquini co-convener of Exclusive WG 
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CHAPTER 8. DETECTOR REQUIREMENTS 287

x regions become more relevant as well as the fragmentation-related parameters
are getting better constrained at those x.

Figure 8.30: Expected sensitivities to various TMD PDF and FF parameters, as well as the
TMD evolution as shown for the verious collision energy options and for detected final-state
positive pions. The impact has been averaged over final state hadron transverse momentum
and fractional energy for better visibility.

Requirements for the detector Three s separation of pions from kaons is needed
over a large area of the central detector. Due to the hadron energy ranges at the
various collision energies 7 GeV/c is sufficiently high in the �3.5 < h < �1 region,
8 to 10 GeV/c would be preferable in the central region (�1 < h < 1) and up to 50
GeV/c is needed in the more forward regions (1 < h < 3.5).

8.2.3 Using the hadronic final state to reconstruct SIDIS variables

The JB method discussed in Sec. 8.1 can also be used to reconstruct x and Q2 in
SIDIS. When considering neutral current events with a reconstructed electron, one
can also use methods that use information from both, the scattered electron and the
hadronic final state to increase the precision of the reconstructed kinematic vari-
ables. Two of those methods are the so-called ”mixed” method and the double-
angle method [30]. In the mixed method, the exchanged 4-momentum q is calcu-
lated from the electron, and the energy transfer y is calculated from the hadronic
final state, whereas the double angle method uses only information about the an-
gles of the scattered lepton and hadronic final state. This method is therefore less
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Figure 7.56: Left upper panel: The transversity xh1(x) as a function of x at Q2 = 2.4 GeV2

for up and down valence quarks. Uncertainty bands for 68% of all fitted replicas of data (see
text). Pink band for the Pavia18 global extraction of Ref. [584], light-blue and blue bands
when including EIC SIDIS di-hadron pseudodata from ep and e3He collisions, respectively,
with electron/ion beam energy 10 ⇥ 100 GeV; vertical dashed lines indicate the x-range cov-
ered by existing data. Left lower panel: ratio of the size of uncertainties with respect to
the Pavia18 extraction, with same color codes as before. Right panel: impact of EIC SIDIS
di-hadron pseudodata on the up quark (du) vs. down quark (dd) tensor charges, and on
the isovector tensor charge gT (same color codes as before), in comparison with some recent
lattice calculations, represented by black points and labeled as: [1] Ref. [528], [2] Ref. [585],
[3] Ref. [586], [4] Ref. [587], [5] Ref. [527], [6] Ref. [588], [7] Ref. [589], [8] Ref. [590]. For more
information on the EIC impact studies, see Ref. [591]

diagonal components. The vertical dashed lines in the left plot indicate the x-range
covered by current experimental data, with the mininum x = 0.0065 attained by
COMPASS [578]. It is important to note that no other existing or planned data
covers the range x < 0.0065 whose impact on the full integral giving the tensor
charge should not be neglected. Persisting potential discrepancies between phe-
nomenology and lattice-QCD simulations, as in the upper right panel, would then
become relevant for searches of physics beyond the Standard Model [529, 530]. As
systematic effects are difficult to estimate from a fast simulation, consistent with
experience from previous SIDIS measurements, a 3% relative uncertainty and a 3%
scale uncertainty from the beam polarization were summed in quadrature to the
statistical uncertainties.

sensitivity to EIC kin. of various input 
parameters of unpolarized TMD f1(x,kT;Q) 

EIC impact on transversity PDF h1(x;Q) 
and its 1st Mellin moment (tensor charge) 

projected precision

comparable to lattice! 

Also:  

Jet Definitions at EIC?

• At hadron colliders, anti-kT algorithm is the standard for a variety of reasons

• Should the same be true for EIC? What about jet axis?

• A lot of recent theory work starting to address these questions - experimentally we should
start thinking about this

• e.g. Centauro algorithm, other spherically invariant algorithms, etc.

• e.g. standard jet axis, Winner-take-all axis, etc.

Joe Osborn 12

2006.10751

See Y. Makris talk

JHEP 04 (2020) 211

See L. Zheng,

W. Waalewijn talks A. Accardi and A. Signori, arXiv:2005.11310

- new EIC-focussed definitions/algorithms for jets: grooming, jet substructure,..
Y. Makris et al. 2006.10751

- comparative study of operators for inclusive jet and single-hadron fragmentation 
=> dynamical generation of mass

- tomography of unpolarized quarks in T-polarized proton (Sivers effect)
A.Bacchetta et al. 2004.14278

- study onset of BFKL dynamics in pp → Λ+jet at LHC
F.G.Celiberto et al. 2008.10513

some contributions from Pavia:  
Yellow Report R. Abdul Khalek  et al., arXiv:2103.05419

  with weighted average over  

(weights proportional to 1/error of pseudodata)

S(⟨x⟩bin, ⟨Q2⟩bin) z, PT, s



Sensitivity coefficient   and   standard deviation
sensitivity coefficient S of object f w.r.t. observable O

S(𝒪, f ) =
⟨𝒪 f ⟩ − ⟨𝒪⟩ ⟨ f ⟩

δ𝒪 Δf

experimental error for O standard deviation for f
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sensitivity coefficient S of object f w.r.t. observable O
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1. from PV17, we know a parameter A with error ΔA
2. if we perform a new measurement that produces on A an error equal to its initial 

standard deviation, δA = ΔA, we expect the error on A to scale as  . We 
postulate that this corresponds to 

1/ 2
S(A) = 1
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postulate that this corresponds to 

1/ 2
S(A) = 1

3. in fact, if A can be ideally considered as parameter and observable, then 
S(A, A) =

⟨A A⟩ − ⟨A⟩ ⟨A⟩
δA ΔA

=
(ΔA)2

ΔA ΔA
= 1

4. the error on A scales as  . If the new measurement is more 
precise, then S >1 and the error is further reduced; viceversa, for S< 1

1/ 2 = 1/ 1 + (S = 1)



Sensitivity coefficient   and   standard deviation
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4. the error on A scales as  . If the new measurement is more 
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1/ 2 = 1/ 1 + (S = 1)

5. for n measurements, the error on A should scale as 1/ 1 + S1 + . . + Sn



  with  
weighted average over  

S(⟨x⟩bin, ⟨Q2⟩bin)
z, PT



  with  
weighted average over  

S(⟨x⟩bin, ⟨Q2⟩bin)
z, PT



  with  
weighted average over  

S(⟨x⟩bin, ⟨Q2⟩bin)
z, PT

higher  push to lower x, higher Q2, 

but larger errors  lower coefficients S

s ⟶
⟶



NonPerturbative  evolution  g2

Δg2 = 0.01 ⟶

summing over all (x,Q2) bins         

PV17 fit: run at    GeV,  π+              s = 28 ⟶ 0.00155 R(g2) = 6.45

run at    GeV,  π+              s = 44 ⟶ 0.00120 R(g2) = 8.33

run at    GeV,  π+              s = 63 ⟶ 0.00108 R(g2) = 9.26

run at    GeV,  π+              s = 84 ⟶ 0.00105 R(g2) = 9.52

run at    GeV,  π+              s = 140 ⟶ 0.00096 R(g2) = 10.36

consistent trend:  
larger    larger covered (x,Q2) 

  more stringent constraint       
s ⟶

⟶



NonPerturbative  evolution  g2

Δg2 = 0.01 ⟶

summing over all (x,Q2) bins         

Caveat 
• optimistic upper limit in reduction coeff. R  (no correlation between measurements in 

different bins) 
• exercise biased by rigidity of PV17 functional form; future fits with (many) thousands 

points could demand more flexible forms

PV17 fit: run at    GeV,  π+              s = 28 ⟶ 0.00155 R(g2) = 6.45

run at    GeV,  π+              s = 44 ⟶ 0.00120 R(g2) = 8.33

run at    GeV,  π+              s = 63 ⟶ 0.00108 R(g2) = 9.26

run at    GeV,  π+              s = 84 ⟶ 0.00105 R(g2) = 9.52

run at    GeV,  π+              s = 140 ⟶ 0.00096 R(g2) = 10.36

consistent trend:  
larger    larger covered (x,Q2) 

  more stringent constraint       
s ⟶

⟶



Max error reduction R   for   PV17 parameters

Energies 

Parameters

g2 
nonperturbative 

evolution
6.45 8.33 9.26 9.52 10.36

N1 
mid-x TMD width 5.94 6.52 6.96 6.80 6.73

σ 
low-x TMD width 5.05 6.85 8.00 8.55 10.00

s = 28 s = 44 s = 63 s = 84 s = 140



Most  sensitive  (x,Q2)  bins:  g2 

Δg2 = 0.01 ⟶ summing over all (x,Q2) bins                         ⟶ 0.00155 R(g2) = 6.45

  GeV,  π+ s = 28

PV17 fit:



Δg2 = 0.01 ⟶ summing over all (x,Q2) bins                         ⟶ 0.00155 R(g2) = 6.45

summing over all   bins                   71%  RQ2 ≤ 10 ⟶ 0.00218

  GeV,  π+ s = 28

PV17 fit:

Most  sensitive  (x,Q2)  bins:  g2 



Δg2 = 0.01 ⟶ summing over all (x,Q2) bins                         ⟶ 0.00155 R(g2) = 6.45

summing over all   bins                   71%  RQ2 ≤ 10 ⟶ 0.00218

  GeV,  π+ s = 28

PV17 fit:

summing over all   bins       72%  R10 ≤ Q2 ≤ 100 ⟶ 0.00216

Most  sensitive  (x,Q2)  bins:  g2 



Δg2 = 0.01 ⟶ summing over all (x,Q2) bins                         ⟶ 0.00155 R(g2) = 6.45

summing over all   bins       72%  R10 ≤ Q2 ≤ 100 ⟶ 0.00216

summing over all   bins                   71%  RQ2 ≤ 10 ⟶ 0.00218

  GeV,  π+ s = 28

PV17 fit:

summing over all   bins                   51%  Rx ≤ 0.01 ⟶ 0.00306

Most  sensitive  (x,Q2)  bins:  g2 



Δg2 = 0.01 ⟶ summing over all (x,Q2) bins                         ⟶ 0.00155 R(g2) = 6.45

summing over all   bins       72%  R10 ≤ Q2 ≤ 100 ⟶ 0.00216

summing over all   bins                   71%  RQ2 ≤ 10 ⟶ 0.00218

  GeV,  π+ s = 28

PV17 fit:

summing over all   bins                   51%  Rx ≤ 0.01 ⟶ 0.00306

summing over all   bins                   88%  Rx ≥ 0.01 ⟶ 0.00177

Most  sensitive  (x,Q2)  bins:  g2 



Most  sensitive  (x,Q2)  bins:  g2 

bins 

Energies
All bins

R = 6.45 71% R 72% R 51% R 88% R

R = 8.33 71% R 69% R 48% R 89% R

R = 9.26 72% R 67% R 59% R 82% R

R = 9.52 73% R 66% R 64% R 77% R

R = 10.36 75% R 63% R 80% R 61% R

Q2 ≤ 10 10 ≤ Q2 ≤ 100 x ≤ 0.01 0.01 < x ≤ 1

s = 28

s = 44

s = 63

s = 84

s = 140



Most  sensitive  (x,Q2)  bins:  g2 

bins 

Energies
All bins

R = 6.45 71% R 72% R 51% R 88% R

R = 8.33 71% R 69% R 48% R 89% R

R = 9.26 72% R 67% R 59% R 82% R

R = 9.52 73% R 66% R 64% R 77% R

R = 10.36 75% R 63% R 80% R 61% R

Q2 ≤ 10 10 ≤ Q2 ≤ 100 x ≤ 0.01 0.01 < x ≤ 1

s = 28

s = 44

s = 63

s = 84

s = 140

good options at       but also at    s = 140, x ≤ 0.01 s = 44, 0.01 < x ≤ 1



Most  sensitive  (x,Q2)  bins:  N1 

bins 

Energies
All bins

R = 5.94 83% R 58% R 43% R 92% R

R = 6.52 77% R 62% R 41% R 92% R

R = 6.96 81% R 56% R 50% R 88% R

R = 6.80 83% R 52% R 61% R 81% R

R = 6.73 83% R 53% R 79% R 63% R

Q2 ≤ 10 10 ≤ Q2 ≤ 100 x ≤ 0.01 0.01 < x ≤ 1

s = 28

s = 44

s = 63

s = 84

s = 140

good options at medium-large x and/or at low Q2



Most  sensitive  (x,Q2)  bins:  σ 

bins 

Energies
All bins

R = 5.05 83% R 58% R 49% R 90% R

R = 6.85 82% R 57% R 62% R 79% R

R = 8.00 83% R 55% R 72% R 71% R

R = 8.55 83% R 55% R 76% R 66% R

R = 10.00 83% R 54% R 86% R 52% R

Q2 ≤ 10 10 ≤ Q2 ≤ 100 x ≤ 0.01 0.01 < x ≤ 1

s = 28

s = 44

s = 63

s = 84

s = 140

consistent trend: good option at       but doesn’t need large Q2  s = 140, x ≤ 0.01


