SPHENIX Status and Needs

1t Beam in Feb 2023

1 year and 5 months



SPHENIX is becoming
reality fast

Planned for September:
Placing of the Babar magnet




How about Software?

* Tracking speed close to 5s/evt target
e Just to mention it — we started with 10mins/evt

e Offline Event Builder is functional (more than proof of principle)
. Justlto_mention it — reading multiple input files is standard operation for PHENIX
analysis

* Fixed latency reconstruction: Calibrations have now moved to the center of
our attention

* And something has to manage 200k running jobs

* Mock Data Challenge planned starting in December
e 15k condor slots (~10% of planned resources)
e Large sample of simulated data for physics analysis

e Test the production mechanics + inform next purchase decisions (mainly
disk/filesystems)



MDC2: Flowchart

—> Only 1 AA generator? . _
HepMC from generator . -0 31 pass: TPC e-drift Simulation

l + clustering
15t pass: Full GEANT4 simulation

— Clusters TPC, MVTX, INTT

- Add Calibrations/Alignments

- Update all detectors and support structures
- Add missing detectors (ZDC, TPOT, EPD)
- Add mis-alignments

— Use 3D magnetic field map

— 4/5' pass: Seeding + Tracking

- Distortion Correction

: : : Truth Info
— G4Hits — SC Distortions Tracks + Vertex

l G4Hits TPC, MVTX, INTT 3"d pass: Calorimeter Reconstruction
2"d pass: Pileup Simulation /
G4Hits Calorimeters v

Calorimeter Towers + Clusters
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l — Define event objects ~ DST pass: Particle Flow, Jet Reco

- Define physics objects (e/gamma,

Low Res Vertex : i i
ow Res Verte jets, KFParticles, ParticleFlow....)

* No more Truth Info used during reconstruction Centrality Jets, ...
* Truth Info can be correlated during analysis Reaction Plane



Calibrations

* Two types of calibrations

1.
2.

Distortion corrections (timescale 10ms)
All others (timescale 5mins to years)

* 64 bit (BigInt) beam clock serves as Time stamp

event level granularity

Our events are time ordered — easy assignment of calibrations to
raw data files (looking at first and last event)

Gaps in validity (beam off periods) but no overlapping validity
ranges

e Distortion corrections

No plan to keep calibrations long term (huge data volume)

Output of Job A produces distortion calibration for Job C —easy 1:1
match (needs some initial accumulation but then is rolling
average)

Reprocessing means redoing distortion corrections

No need for a conditions DB here — some naming convention will
do (and filesystem which can handle this > MDC goal)
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NEW: EMCal Calibrations (details)
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MDC2: Flowchart

- Only 1 AA generator?
—> Details of Flow ?

15t pass: Full GEANT4 simulation

- Update all detectors and support structures
- Add missing detectors (ZDC, TPOT, EPD)

- Add mis-alignments

- Use 3D magnetic field map

l

2"d pass: Pileup Simulation

3" pass: TPC e-drift Simulation
+ clustering




Recap: Production Workflow (March 2021)

Buffer

boxes

Hpss
HPSS HPSS
disk cache ' Tape ' disk cache
Raw DST
I A

Calibration + Q/A |«

Conditions DB

Online monitoring

Raw Disk cache

DST Disk cache

20PB (2 weeks) /

Reconstruction

* Event building
e 1%t pass tracking (dist corr) |,
« 2 pass tracking
e Calorimeter reco :

|

Particle Flow

Intermittent output is saved
on raw disk cache

Files which have been
processed can be deleted
Most files single use



Production Workflow

WP (L

Offline Event Builder || Offline Event Builder
0. Event building + Calibrations (partly run in SPHENIX l l

counting house)

1. Event building (20/40 input streams, 1 output Calorimeter 1 pass tracking
streams [each])
* Tracking Detectors 1
e Calorimeters 2" pass tracking
2. Calorimeter
3. 15t pass tracking
4, 2" pass tracking (time lag between 1%t and 2"? pass) Particle Flow
5. Particle Flow (combines tracks & calorimeter data) ! l L
Analysis

6. Simulations on the Grid

We have one shot at this — data from 2023 (AuAu) needs to be processed and analyzed to prepare for 2024 (pp,pAu), data
from 2024 needs to be processed and analyzed for 2025 run plan (do we have enough high-quality pp reference data?).
3 years of running — no re-do’s



