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Focus: readiness for LHC Run 3 (2021-2025)

At 15:46 October 19 ATLAS observed the first splash event of the 
Pilot Run (first time since the end of Run 2)



❖ Readiness reports from 3 major domains 
▪ Software
▪ ADAM (ATLAS Database and Metadata)
▪ ADC (ATLAS Distributed Computing)

❖ Developments towards HL-HLC
▪ ATLAS-Google R&D Project (GCP4HEP) led by Alexei 

(previously presented at this forum) 

Major Presentations

https://indico.cern.ch/event/1050070/contributions/4548431/attachments/2325023/3960048/c_081021.pdf
https://indico.cern.ch/event/1050070/contributions/4548433/attachments/2325048/3960236/Atlas%20Database%20and%20Metadata_%20Run3%20readiness.pdf
https://indico.cern.ch/event/1050070/contributions/4548434/attachments/2325080/3960141/211008_ADCSummary.pdf
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SOFTWARE: development workflow
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Short CI and Nightlies status summary                
● Stability: <1% of jobs with technical problems
● Regular software updates, security patches applied
● Best possible Linux VMs (no CPU steal, local SSD) 
● ARM/aarch64 machine recently added 
● Sufficient reserve: can run 20% more jobs
● Excellent BigPanDA-based monitoring
● Good progress of OpInt CI project
➢ READY FOR RUN3

Alex Undrus, ATLAS C&S #70, Oct 4, 2021

aggregate results from several 
frameworks and subsystems

https://twiki.cern.ch/twiki/bin/viewauth/AtlasComputing/OpIntCIProject


Multi-step developments and validations for Run3 are well planned, on schedule 



● Run2 reprocessing with Athena MT - major production campaign - launched
● Simulation and Digitization validation for Run 3 on schedule  
● Geant 4 optimization task force: 

○ Investigating configuration options and simplified geometries and magnetic-field 
descriptions 

○ Improving the ATLAS interface code to G4
○ 30% speedup achieved w.r.t. Comparable Run 2 simulation 

● New NSW muon spectrometer
○ Detector description is ready
○ Digitization is extensively validated (needs tuning as time resolution measured from 

cosmic data is worse than expected from design)
○ Trigger efficiency studies are underway

● WIP to use A Common Tracking Software (ACTS) by Run 4 (means GPU use)
● Data formats for Run3 are being finalized (see next slide)

Software: Run3 Preparation Highlights



"Derivation Framework" 
takes the petabyte-scale 
AOD output from ATLAS 
reconstruction and produces 
samples, typically terabytes 
in size, targeted at specific 
analyses.



 Database&Metadata: Run3 Preparation Highlights

ATLAS uses Oracle
● Three production clusters - 115 TB
● Golden Gate replication
● Current 19c version for entire Run3 (supported until 2027)

● New licensing: cost proportional to number of cores 
deployed in DB servers
○ Goal is to minimize the required Oracle processor 

licenses
○ Oracle nodes will not be available for ATLAS (outside 

CERN) anymore probably



ATLAS Online DB server (alignments, calibrations)



ADC: Run3 Preparation Highlights 



HPC providing now significant resource to ATLAS
○ US, JP, PRACE
○ Vega, Karolina - EuroHPC

Two cases:
● Universal - providing CE, cvmfs, squid, 

outbound connectivity - Vega 
● “Isolated” - no CVMFS, rely on fat containers

Looking forward to keep using HPCs during Run3





 ADC: Challenges for Run3 

● Tape: Run 3 data-taking rate will be ~10GB/s. Tier 1 site 
resources should be sufficient for writing the whole run to 
the system of tape disk buffer and tape drives
○ Tests ongoing
○ BNL T1 optimization effort (talk of Shigeki Misawa): grouping and 

accessing multiple data sets together will improve access to data 
types with small data set

● Network: when shipping between Tier1s the bandwidth 
achieved in recent test reached the target of 120 GB/s    
(~ 10% of the bandwidth required at HL-LHC)

https://indico.cern.ch/event/1077170/contributions/4544117/attachments/2323694/3957534/ATLAS-DataSet-Analysis-v3.pdf


 ADC: PanDA Developments 
● iDDS Development for User Analysis and New Workflows (Tadashi Maeno) - 

Pseudo-Interactive Analysis 
○ Focus on reducing latencies

● Real-time Logging (Paul Nilsson, Shuwei Ye)
○ Implemented in Rubin, possible use in ATLAS case
○ User can follow the progress of the payload as it runs in near real time

https://indico.cern.ch/event/1077170/contributions/4541616/subcontributions/351477/attachments/2322679/3956219/2021%20Oct%20S%26C%20WFMS%20PanDA_iDDS.pdf
https://docs.google.com/presentation/d/1wp55iaO8kn97-7YEaUptEuQMIFcEBOpDnyU7L-STYPk/edit#slide=id.p


 ADC: Migrations for Run3 

● TPC: Move away from gsiftp to https (80% of sites 
migrated)

● Transition to tokens issued by ATLAS IAM by mid 2022 
as HTCondor is dropping all support for X.509
○ IAM - Identity and Access Management web service providing 

security control access to resources


