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A per-cent-level determination of the nucleon axial 
coupling from quantum chromodynamics
C. C. Chang1,2, A. N. Nicholson1,3,4, E. Rinaldi1,5,6, E. Berkowitz6,7, N. Garron8, D. A. Brantley1,6,9, H. Monge-Camacho1,9,  
C. J. Monahan10,11, C. Bouchard9,12, M. A. Clark13, B. Joó14, T. Kurth1,15, K. Orginos9,16, P. Vranas1,6 & A. Walker-Loud1,6*

The axial coupling of the nucleon, gA, is the strength of its coupling 
to the weak axial current of the standard model of particle physics, 
in much the same way as the electric charge is the strength of the 
coupling to the electromagnetic current. This axial coupling dictates 
the rate at which neutrons decay to protons, the strength of the 
attractive long-range force between nucleons and other features of 
nuclear physics. Precision tests of the standard model in nuclear 
environments require a quantitative understanding of  nuclear 
physics that is rooted in quantum chromodynamics, a pillar of 
the standard model. The importance of gA makes it a benchmark 
quantity to determine theoretically—a difficult task because 
quantum chromodynamics is non-perturbative, precluding known 
analytical methods. Lattice quantum chromodynamics provides a 
rigorous, non-perturbative definition of quantum chromodynamics 
that can be implemented numerically. It has been estimated that a 
precision of two per cent would be possible by 2020 if two challenges 
are overcome1,2: contamination of gA from excited states must be 
controlled in the calculations and statistical precision must be 
improved markedly2–10. Here we use an unconventional method11 
inspired by the Feynman–Hellmann theorem that overcomes these 
challenges. We calculate a gA value of 1.271 ± 0.013, which has a 
precision of about one per cent.

To demonstrate the efficacy of lattice quantum chromodynamics 
(LQCD) for nuclear physics research, one must begin by demonstrating 
control over the simplest quantities, such as gA. In addition to those 
mentioned above, there are a number of challenges in using LQCD to 
compute properties of nucleons and nuclei. The first challenge arises 
from the non-perturbative features of quantum chromodynamics 

(QCD) itself. QCD describes the interactions between quarks  
and gluons, the basic constituents of nucleons, through the Lagrangian 
density Ψ̄ Ψ= − / + ∑ +L G g D m(4 ) ( )q q q qQCD

2    , where the quark fields, 
Ψq, come in flavours q = {u, d, s, ...} with masses mq = {mu, md, ms, …}. 
G2 describes the nonlinear gluon self-interactions and D includes the 
quark–gluon interactions, both with a strength determined by the  
coupling, g. Most of nuclear physics depends on only three or four input 
parameters from QCD: g, the light-quark masses, mu and md, and in 
some cases the strange-quark mass, ms. Once these parameters are 
fixed, and electroweak corrections are added, all of nuclear physics—
from the kiloelectronvolt energy levels in nuclei to the energy densities 
of the neutron star equation of state (a few hundred megaelectronvolts 
per cubic fermi (fm), where 1 fm = 10−15 m)—can in principle be 
predicted from QCD.

At short distances (high energies), such as those explored by the 
Large Hadron Collider at CERN, QCD has been rigorously tested, 
because in this energy regime g ≪ 1 and perturbative methods are 
applicable. At long distances of approximately 1 fm (low energies), 
which are characteristic of nuclear physics, g is large and perturbation 
theory fails to converge. Consequently, quarks and gluons are confined 
in protons, neutrons and other hadrons observed experimentally. 
Fortunately, non-perturbative calculations can be carried out in the 
strong-coupling regime using LQCD, the only first-principles approach 
known to control all sources of systematic uncertainty.

LQCD is the formulation of QCD on a finite four-dimensional space-
time lattice, following the Feynman path-integral description. Monte 
Carlo methods are used to sample the resulting high-dimensional inte-
grals stochastically. The values of the lattice spacing, a, and finite size, 
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Fig. 1 | Feynman diagrams of gA. The decay of a neutron to a proton 
occurs when one of the down quarks (d) in the neutron is converted to 
an up quark (u) via the vector and axial components of the weak current. 
Not depicted in these figures are the infinite set of diagrams describing 
the coupling of gluons to the quarks and of gluons to gluons and the 
dynamical production and annihilation of quark–anti-quark pairs. 
Because of this infinite set of graphs, the use of a computational approach 

to QCD is required. The time, t, refers to calculational details discussed in 
the text. a, The standard method of computing gA relies on three different 
times, the creation time, t = 0, the current insertion time, tins, and the 
separation time, tsep. Controlling the excited state systematics requires 
varying both tins and tsep. b, Our Feynman–Hellmann method11 sums 
over all possible interaction times (tins) of the external weak axial current, 
leading to an exponential enhancement of the signal.
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Figure 2.4: The PDF4LHC15 NLO PDFs at a low scale µ2 = Q2 = 4 GeV2 (left plot) and at µ2 = Q2 =
102 GeV2 (right plot) as a function of x. We show the uv and dv valence combinations, the ū, d̄, s and c sea
quark PDFs, and the gluon (note that the latter is divided by a factor 10).

are respectively related to the baryon octet �-decay constants, whose measured values are [28]

gA = a3 =

Z
1

0

dx�T3(x, µ
2) = h1i�u+ � h1i�d+ = 1.2723± 0.0023 , (2.53)

a8 =

Z
1

0

dx�T8(x, µ
2) = h1i�u+ + h1i�d+ � 2 h1i�s+ = 0.585± 0.025 . (2.54)

Fairly significant violations of SU(3) symmetry are advocated in the literature (see e.g. Ref. [205] for a
review). In this case, an uncertainty on the octet axial charge, which could be as large as 30% of the
experimental value of a8 in Eq. (2.54), see Ref. [206].

Experimental data. The bulk of the experimental information on polarized PDFs comes from
neutral-current (photon exchange) inclusive and semi-inclusive deep-inelastic scattering (DIS and SIDIS)
with charged lepton beams and nuclear targets. As photon scattering does not distinguish quarks and
antiquarks, inclusive DIS data constrain only the total quark combinations �q+, while SIDIS data
with identified pions or kaons in the final state constrain individual quark and antiquark flavors. In
principle, both DIS and SIDIS are also sensitive to the gluon distribution �g, as it directly enters the
factorized expressions of the corresponding structure functions beyond LO, and indirectly via DGLAP
evolution. In practice, the constraining power of DIS and SIDIS data on �g is rather weak because the
Q2 range covered by the data is limited, especially if one restricts to the kinematic region not a↵ected
by power-suppressed corrections and very precise data from JLab are therefore excluded.

Note that, in the case of SIDIS, a reliable knowledge of fragmentation functions (FFs) is required
in the factorized expressions of the corresponding observables. Since FFs are nonperturbative objects
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Figure 2.6: Same as Fig. 2.4, but for the polarized NNPDFpol1.1 NLO PDFs [16].
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Figure 2.7: (Left) The polarized gluon momentum distribution x�g from the DSSV14 (with 90% C.L. uncer-
tainty band) and NNPDFpol1.1 PDF sets at Q2 = 10 GeV2. The NNPDF3.1 positivity bound is also shown.
(Right) 90% C.L. areas in the plane spanned by the truncated moments of �g computed for 0.05  x  1 and
0.001  x  0.05 at Q2 = 10GeV2 [27].

• The 2012 STAR data sets on W production [232], included in NNPDFpol1.1, provide evidence of
a positive �ū distribution and a negative �d̄ distribution, with |�d̄| > |�ū| [16]. The size of the
flavor symmetry breaking for polarized sea quarks is quantified by the asymmetry �ū��d̄, which,
in the NNPDFpol1.1 analysis, turn out to be roughly as large as its unpolarized counterpart (in
absolute value) [11], though much more uncertain [234]. Even within this uncertainty, polarized
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Figure 2.3: Comparison between the CT14, MMHT2014 and NNPDF3.1 NNLO PDF sets at Q = 100 GeV,
normalized to the central value of the latter. From top to bottom and from left to right we show the u, d̄ and
s quark PDFs as well as the gluon. The error bands indicate the 1-� PDF uncertainties associated with each
set. These PDF comparison plots have been produced using the APFEL-Web online plotting interface [199].

2.3.3 Polarized PDFs

Theoretical features. The dependence on the momentum fraction x, fixed by nonperturbative QCD
dynamics, should satisfy some theoretical constraints. First, PDFs must lead to positive cross-sections.
At leading order (LO), this implies that polarized PDFs are bounded by their unpolarized counterparts6,
|�f(x, µ2)|  f(x, µ2) [202]. Second, PDFs must be integrable: this corresponds to the assumption
that the nucleon matrix element of the axial current for each flavor is finite. Third, SU(2) and SU(3)
flavor symmetry, if assumed to be exact, imply that the zeroth moments of the nonsinglet C-even PDF
combinations, �T3 = �u+

��d+ and �T8 = �u+ +�d+ � 2�s+ (where �q+ = �q+�q̄, q = u, d, s),
are respectively related to the baryon octet �-decay constants, whose measured values are [28]

gA = a3 =

Z
1

0

dx�T3(x, µ
2) = h1i�u+ � h1i�d+ = 1.2723± 0.0023 , (2.53)

a8 =

Z
1

0

dx�T8(x, µ
2) = h1i�u+ + h1i�d+ � 2 h1i�s+ = 0.585± 0.025 . (2.54)

Fairly significant violations of SU(3) symmetry are advocated in the literature (see e.g. Ref. [203] for a
review). In this case, an uncertainty on the octet axial charge, which could be as large as 30% of the
experimental value of a8 in Eq. (2.54), see Ref. [204].

Experimental data. The bulk of the experimental information on polarized PDFs comes from
neutral-current (photon exchange) inclusive and semi-inclusive deep-inelastic scattering (DIS and SIDIS)

6Beyond LO, more complicated relations hold [202]; however they have little e↵ect on PDFs.
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The Electron-Ion Collider
A machine that will unlock the secrets of the strongest force in Nature

!  Call for Collaboration Proposals for Detectors at the Electron-Ion Collider

The computers and smartphones we use every day depend on
what we learned about the atom in the last century. All
information technology—and much of our economy today—
relies on understanding the electromagnetic force between the
atomic nucleus and the electrons that orbit it. The science of
that force is well understood but we still know little about the
microcosm within the protons and neutrons that make up the
atomic nucleus. That’s why Brookhaven Lab is building a new
machine—an Electron-Ion Collider, or EIC—to look inside the
nucleus and its protons and neutrons.

The EIC will be a particle accelerator that collides electrons
with protons and nuclei to produce snapshots of those
particles’ internal structure—like a CT scanner for atoms. The
electron beam will reveal the arrangement of the quarks and
gluons that make up the protons and neutrons of nuclei. The
force that holds quarks together, carried by the gluons, is the
strongest force in Nature. The EIC will allow us to study this
“strong nuclear force” and the role of gluons in the matter
within and all around us. What we learn from the EIC could
power the technologies of tomorrow.

GOALS
The Electron-Ion Collider will be a
discovery machine for unlocking the
secrets of the "glue" that binds the
building blocks of visible matter in the
universe.

THE MACHINE
The Electron-Ion Collider will consist of
two intersecting accelerators, one
producing an intense beam of
electrons, the other a beam of protons
or heavier atomic nuclei which are
steered into head-on collisions.

BENEFITS
Beyond sparking scientiLc discoveries
in a new frontier of fundamental
physics, the Electron-Ion Collider will
trigger technological breakthroughs
that have broad-ranging impact on
human health and national challenges.

EIC SCIENCE
The unique and powerful tools of the
Electron-Ion Collider will cast fresh light
on the forces that bind protons and
neutrons together to form nuclei.

Brookhaven National Lab's EIC Directorate coordinates with domestic and international partners to deliver the EIC construction project.

Brookhaven National Laboratory advances fundamental research in nuclear and particle physics to gain a deeper
understanding of matter, energy, space, and time; applies photon sciences and nanomaterials research to energy
challenges of critical importance to the nation; and performs cross-disciplinary research on climate change,
sustainable energy, and Earth’s ecosystems.

IMAGESIMAGESNEWSNEWSSCIENCESCIENCEBENEFITSBENEFITSTHE MACHINETHE MACHINEGOALSGOALSElectron-Ion ColliderElectron-Ion Collider

taken from https://www.bnl.gov/eic/
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DVCS factorization

Ill-defined  inverse problem —-> Lattice QCD computations are essential 



Hadron Structure in Euclidean Space
Go beyond moments

• Goal: Compute full x-dependence (generalized) parton distribution functions (GPDFs) 

• Operator product: Mellin moments are local matrix elements that can be computed in Lattice 
QCD  

• Power divergent mixing limits us to few moments 

• X. Ji suggested an approach for obtaining PDFs from Lattice QCD 

• First calculations quickly became available 

• Older approaches based on the hadronic tensor

X. Ji, Phys.Rev.Lett. 110, (2013)

Y.-Q. Ma J.-W. Qiu (2014) 1404.6860  

H.-W. Lin, J.-W. Chen, S. D. Cohen, and X. Ji, Phys.Rev. D91, 054510 (2015) 

C. Alexandrou, et al, Phys. Rev. D92, 014502 (2015) 

K-F Liu et al Phys. Rev. Lett. 72 (1994) , Phys. Rev. D62 (2000) 074501 
Detmold and Lin 2005
M. T. Hansen et al arXiv:1704.08993. 
UKQCD-QCDSF-CSSM  Phys. Lett. B714 (2012),  arXiv:1703.01153 



Pseudo-PDFs
An alternative point of view

z 0

p p

A. Radyushkin Phys.Lett. B767 (2017)

Unpolarized PDFs proton:
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III. QUASI-DISTRIBUTIONS

A. Definition and relation to TMDs

Since one cannot arrange light-like separations on the
lattice, it was proposed [2] to consider spacelike separa-
tions z = (0, 0, 0, z3) [or, for brevity, z = z3]. Then, in the
p = (E, 0?, P ) frame, one can introduce the quasi-PDF
Q(y, P ) through a parametrization

hp|�(0)�(z3)|pi =

Z
1

�1

dy Q(y, P ) eiyPz3 . (8)

Following this definition, the function Q(y, P ) describes
the probability that the the fraction y of the hadron’s
third momentum component P is carried by the parton.
Returning to the idea to treat the matrix element as a
function of the variables ⌫ and �z2 (which in this case
are given by Pz3 and z2

3), we have

M(⌫, z2
3) =

Z
1

�1

dy Q(y, P ) eiy⌫ . (9)

Since z2
3 = ⌫2/P 2, the inverse Fourier transformation

reads as follows

Q(y, P ) =
1

2⇡

Z
1

�1

d⌫ e�iy⌫
M(⌫, ⌫2/P 2) . (10)

It shows that Q(y, P ) tends to f(y) in the P ! 1 limit,
since formally M(⌫, ⌫2/P 2) ! M(⌫, 0) when P ! 1.

Therefore, the deviation of the quasi-PDF Q(y, P )
from the PDF f(y) is controlled by the dependence of
M(⌫, z2

3) on its second argument. By virtue of Eq. (7),
this dependence is related to the dependence of the TMD
F(x,2) on 2 (its second arguement). Consequently, the
difference between Q(y, P ) and f(y) is associated to the
transverse momentum dependence of the TMDs.

The explicit relation was derived in Ref. [7]

Q(y, P )/P =

Z
1

�1

dk1

Z 1

�1
dx F(x, k2

1 + (y � x)2P 2) .

(11)

It is a mere consequence of Lorentz invariance, but it
tells us that the distribution of the parton k3 momentum
is affected by the same physics that generates the k?-
dependence of the TMDs!

B. Quantum chromodynamics (QCD) case

The formulae that were derived previously can be di-
rectly applied to the non-singlet parton densities of QCD.
Here, one is considering matrix elements of the following
type

M
↵(z, p) ⌘ hp| ̄(0) �↵ Ê(0, z; A) (z)|pi , (12)

where Ê(0, z; A) is the standard 0 ! z straight-line
gauge link in the quark (fundamental) representation. By
Lorentz invariance, these matrix elements can actually be
decomposed into p↵ and z↵ part

M
↵(z, p) =2p↵Mp(�(zp), �z2) + z↵Mz(�(zp), �z2) .

(13)

The Mp(�(zp), �z2) part gives the twist-2 distribution
when z2

! 0, compared to Mz(�(zp), �z2) which is a
purely higher-twist contamination, and one may wish to
make an effort to eliminate it from definitions of TMDs
and quasi-PDFs.

Introducing TMDs, one takes z = (z�, z?) and the
↵ = + component of M

↵. Hence, the z↵-part drops
out, and one gets a TMD F(x, k2

?
) that is related to

Mp(⌫, z2
?

) by the scalar formulas (2), (7). Defining
quasi-distributions, the easiest path that avoids the z↵

contamination is by considering the time component of
M

↵(z = z3, p) and define

M
0(z3, p) = 2p0

Z 1

�1
dy Q(y, P ) eiyPz3 . (14)

Then, the scalar formula (11) connects the quasi-PDF
Q(y, P ) and the TMD F(x, k2

?
).

It should be emphasized that the operator defining
M

↵(z, p) includes a 0 ! z straight-line link instead of
a stapled link which is common in most of the definitions
of TMDs which appear ias part of the description of semi-
inclusive DIS and Drell-Yan processes. It is well known
that the stapled links reflect initial or final state inter-
actions specific to these processes. The “straight-link”
TMDs, in this sense, describe the structure of a hadron
when it is in its non-disturbed or “primordial” state. One
may argue that such a TMD cannot be directly measured
in a scattering experiment, however, it is a well-defined
QFT object, and its study on the lattice could be per se,
an interesting idea.

C. Factorized models

A very popular idea is that the nonperturbative (or
soft) part of the TMDs F(x, k2

?
) may be represented by

a product

F(x, k2
?

) = f(x)K(k2
?

) (15)

of the collinear parton distribution f(x) and a
k2
?

-dependent factor K(k2
?

), usually modeled by a Gaus-
sian. For the Ioffe-time distribution M(⌫, �z2), this
Ansatz corresponds to the factorization assumption

M
soft(⌫, z2

3) = M
soft(⌫, 0)M(0, z2

3) (16)

Still, even if the TMD factorizes, the quasi-PDF has the
convolution structure of Eq. (11). Taking, for illustra-
tion, a Gaussian form

KG(k2
?

) =
1

⇡⇤2
e�k2

?/⇤2

, (17)

Ê(0, z;A) = P exp


�ig

Z z

0
dz0µ A

µ
↵(z

0)T↵

�

space-like separation of quarks
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Lorentz decomposition:
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(13)

The Mp(�(zp), �z2) part gives the twist-2 distribution
when z2

! 0, compared to Mz(�(zp), �z2) which is a
purely higher-twist contamination, and one may wish to
make an effort to eliminate it from definitions of TMDs
and quasi-PDFs.

Introducing TMDs, one takes z = (z�, z?) and the
↵ = + component of M

↵. Hence, the z↵-part drops
out, and one gets a TMD F(x, k2

?
) that is related to

Mp(⌫, z2
?

) by the scalar formulas (2), (7). Defining
quasi-distributions, the easiest path that avoids the z↵

contamination is by considering the time component of
M

↵(z = z3, p) and define

M
0(z3, p) = 2p0

Z 1

�1
dy Q(y, P ) eiyPz3 . (14)

Then, the scalar formula (11) connects the quasi-PDF
Q(y, P ) and the TMD F(x, k2

?
).

It should be emphasized that the operator defining
M

↵(z, p) includes a 0 ! z straight-line link instead of
a stapled link which is common in most of the definitions
of TMDs which appear ias part of the description of semi-
inclusive DIS and Drell-Yan processes. It is well known
that the stapled links reflect initial or final state inter-
actions specific to these processes. The “straight-link”
TMDs, in this sense, describe the structure of a hadron
when it is in its non-disturbed or “primordial” state. One
may argue that such a TMD cannot be directly measured
in a scattering experiment, however, it is a well-defined
QFT object, and its study on the lattice could be per se,
an interesting idea.

C. Factorized models

A very popular idea is that the nonperturbative (or
soft) part of the TMDs F(x, k2

?
) may be represented by

a product

F(x, k2
?

) = f(x)K(k2
?

) (15)

of the collinear parton distribution f(x) and a
k2
?

-dependent factor K(k2
?

), usually modeled by a Gaus-
sian. For the Ioffe-time distribution M(⌫, �z2), this
Ansatz corresponds to the factorization assumption

M
soft(⌫, z2

3) = M
soft(⌫, 0)M(0, z2

3) (16)

Still, even if the TMD factorizes, the quasi-PDF has the
convolution structure of Eq. (11). Taking, for illustra-
tion, a Gaussian form

KG(k2
?

) =
1

⇡⇤2
e�k2

?/⇤2

, (17)

Collinear PDFs: Choose 
z = (0, z�, 0)

p = (p+, 0, 0)

�+

M+(z, p) = 2p+Mp(�p+z�, 0)

Mp(�p+z�, 0) =

Z 1

�1
dx f(x) e�ixp+z�Definition of PDF: 

A. Radyushkin Phys.Lett. B767 (2017)

Lorentz invariance allows for the computation of invariant form factors in any frame

Use equal time kinematics for LQCD 



Lattice QCD calculation:

Choose 
z = (0, 0, 0, z3)

�0

Choosing       was also suggested also by M. Constantinou at GHP2017 based  
on an operator mixing argument for the renormalized matrix element Alexandrou et al arXiv:1706.00265

A. Radyushkin Phys.Lett. B767 (2017)

p = (p0, 0, 0, p3)

Mp(⌫, z
2
3) =

1

2p0
M0(z3, p3)Obtaining only the relevant 

�0

On shell  equal time matrix element  
computable in Euclidean space Briceno et al arXiv:1703.06072
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III. QUASI-DISTRIBUTIONS
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Z
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third momentum component P is carried by the parton.
Returning to the idea to treat the matrix element as a
function of the variables ⌫ and �z2 (which in this case
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Z
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Z
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Therefore, the deviation of the quasi-PDF Q(y, P )
from the PDF f(y) is controlled by the dependence of
M(⌫, z2

3) on its second argument. By virtue of Eq. (7),
this dependence is related to the dependence of the TMD
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The explicit relation was derived in Ref. [7]
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P(x,�z2) =
1

2⇡

Z 1

�1
d⌫Mp(⌫,�z2)e�ix⌫ the pseudo-PDF x 2 [�1, 1]

Radyusking Phys.Lett. B767 (2017) 314-320

http://arxiv.org/abs/arXiv:1706.00265


V. Braun, et. al Phys. Rev. D 51, 6036 (1995)

Q(⌫, µ) is called the Ioffe time PDF 

Q(⌫, µ) =

Z 1

�1
dx e�ix⌫f(x, µ)

Radyushkin Phys.Rev. D98 (2018) no.1, 014019 
Izubuchi et al.  Phys.Rev. D98 (2018) no.5, 056004  

Zhang et al. Phys.Rev. D97 (2018) no.7, 074508 

Calculation of the matching Kernel

Mp(⌫, z
2) =

Z 1

0
d↵ C(↵, z2µ2,↵s(µ))Q(↵⌫, µ) +O(z2⇤2

qcd)

�z2 ! 0

Matching to  

Collinear singularity at 

�z · p = ⌫
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Ioffe time 

MS



One loop calculation of the UV divergences results in  

M0(z, P, a) ⇠ e�m|z|/a
✓
a2

z2

◆2�end

after re-summation of one loop result resulting exponentiation 

• J.G.M.Gatheral,Phys.Lett.133B,90(1983) 

•  J.Frenkel, J.C.Taylor,Nucl.Phys.B246,231(1984), 

• G.P.Korchemsky, A.V.Radyushkin,Nucl.Phys.B283,342(1987). 

UV divergences appear multiplicatively



Consider the ratio

UV divergences will cancel in this ratio resulting a renormalization 
group invariant (RGI) function

Mp(0, 0) = 1 Isovector matrix element

The lattice regulator can now be removed

Mcont(⌫, z23) Universal independent of the lattice

M(⌫, z23) ⌘
Mp(⌫, z23)

Mp(0, z23)
The collinear divergences at      =0  limit only appear in the numerator

M(⌫, z23) ⌘
Mp(⌫, z23)

Mp(0, z23)



Continuum limit matching to MS computed at 1-loop
Radyushkin Phys.Rev. D98 (2018) no.1, 014019 
Zhang et al. Phys.Rev. D97 (2018) no.7, 074508 

Polynomial corrections to the Ioffe time PDF may be suppressed 

A. Radyushkin Phys.Lett. B767 (2017)

B. U. Musch, et al   Phys. Rev. D 83, 094507 (2011)
M. Anselmino et al. 10.1007/JHEP04(2014)005 

which using our conventions becomes

K(x⌫, z2µ2) = cos(x⌫)�
↵s

2⇡
CF

h
ln(e2�E+1

z
2
µ
2
/4)B̃(x⌫) + D̃(x⌫)

i
, (10)

where
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d↵B(↵) [cos(x↵)� cos(x))] (11)

and
D̃(x) =

Z 1

0

d↵D(↵) [cos(x↵)� cos(x)] . (12)

Note the the new kernel depends on the product ⌫x and not on x and ⌫ separately. With
this new kernel we can now write a direct relation between the pseudo-Ioffe time PDF and
the the momentum space PDF as following:

M(⌫, z2) =

Z 1

0

dx qv(x, µ)K(x⌫, z2µ2) +
1X

k=1

Bk(⌫)(z
2)k . (13)

One can evaluate analytically the B̃(x) and D̃(x) integrals resulting in

B̃(x) =
1� cos(x)

x2
+ 2 sin(x)

xSi(x)� 1

x
+

3� 4�E
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cos(x) + 2 cos(x) [Ci(x)� ln(x)] , (14)

where Si(x) and Ci(x) are the sine and cosine integrals respectively and,

D̃(x) = xIm
⇥
e
ix

3F3(111; 222;�ix)
⇤
�

2� (2 + x
2) cos(x)

x2
, (15)

where 3F3(111; 222; x) is the generalized Hypergeometric function.

A. Numerical Evaluation of the Convolution Integrals

In order to implement numerically the convolution required for the matching, we need
to worry about both the precision of the integration as well as the computational efficiency.
Although the although some of the integrals can be done analytically as indicated above, the
resulting special functions are difficult to evaluate accurately and in fact the Hypergeometric
function requires multi-precision arithmetic resulting in expensive computations. Further-
more, as the Ioffe time ⌫ becomes large, simple integration rules such as the trapezoid rule
break down even with O(103) integration points. Furthermore, potential divergence of the
PDF at x = 0 further complicates numerical evaluation of the final convolution integral over
x. These numerical instabilities arise from the fact that the integrand is oscillatory with a
frequency of oscillations that is ⌫/2⇡. One way to address the problem is to use an improved
trapezoid rule just like the rule we used in the "moments" paper. Unfortunately, this still
results in special functions but at least in may give us better precision.
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• All coefficient functions respect 
continuum symmetries 


• Lattice spacing corrections to 
higher twist effects are ignored  


• On dimensional ground a/z terms 
must exist


• Additional  O(a) effects (last term)

3.1 Separating continuum PDFs from systematic errors

The CP symmetry implies that the reduced pseudo-ITD has the property

M(p, z, a) = M⇤(�p, z, a) = M⇤(p, �z, a) = M(�p, �z, a) , (3.1)

which we used when constructing the summed three-point correlation functions to in-
crease the statistical precision by averaging, after appropriate complex conjugations, the
correlation functions with positive and negative momenta and separations. The relation
M(p, z, a) = M(�p, �z, a) restricts lattice spacing errors with odd powers of a to be func-
tions of a|p| and a/|z|. A Taylor expansion in lattice spacing gives the continuum reduced
pseudo-ITD Mcont and lattice spacing corrections

M(p, z, a) = Mcont(⌫, z
2) +

X

n=1

✓
a

|z|

◆n

Pn(⌫) + (a⇤QCD)nRn(⌫) . (3.2)

With an O(a) improved lattice action, the lattice spacing errors related to the momentum
p, must come in from the momentum transfer. This feature is known in the improvement of
the local vector current [122], the case of z = 0, where the local vector current mixes with
the divergence of the tensor current. The operators discussed in [51] also demonstrate these
features when considering the hadronic matrix elements in question. These momentum
transfer effects are necessary for the studies of Generalized Parton Distributions, but not for
the PDF. There is also potential z

2 dependence on the lattice spacing coefficient functions,
Pn and Rn. Those effects which can come from logarithmic perturbative corrections, higher
twist contributions, or target mass corrections are additionally suppressed either by ↵s,
⇤2
QCDz

2, or m
2
z
2 respectively on top of the suppression by a/|z| and a⇤QCD. These z

2

dependencies are neglected here.
The relationship between the reduced pseudo-ITD and the ITD is through a convolution

with Wilson coefficient function. Ultimately, the ITD is not the goal of this study, but
instead its Fourier transform, the PDF. We adopt an approach analogous to [73, 90, 100]
where the intermediate ITD is not required, but a parameterization of the PDF is directly
related to the reduced pseudo-ITD. Unlike [73, 90, 100], the PDF is related to the leading
twist reduced pseudo-ITD through its moments. The higher twist power corrections are
added as nuisance terms similar to the lattice spacing terms. The functional form is given
by

Mcont(⌫, z
2) = Mlt(⌫, z

2) +
X

n=1

(z2⇤2
QCD)nBn(⌫) . (3.3)

in terms of the leading twist continuum limit reduced pseudo-ITD, Mlt, and the higher
twist distributions Bn. In principle, the higher twist distributions could have non-trivial z

2

dependence. Similarly to the lattice spacing terms, these effects which come from pertur-
bative corrections and target mass effects are additionally suppressed by powers of ↵s or
m

2
z
2 respectively and are neglected in the remainder of this study.
In principle, there exist higher twist power corrections and lattice spacing errors of

all orders. With these errors sufficiently under control, only the leading contributions are
significant. We therefore make the approximation that Pn = Rn = Bn = 0 for n > 1.

– 9 –

However on the Lattice after expanding in lattice spacing we have 
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/4)B̃(x⌫) + D̃(x⌫)

i
, (10)

where
B̃(x) =

Z 1

0

d↵B(↵) [cos(x↵)� cos(x))] (11)

and
D̃(x) =

Z 1

0

d↵D(↵) [cos(x↵)� cos(x)] . (12)

Note the the new kernel depends on the product ⌫x and not on x and ⌫ separately. With
this new kernel we can now write a direct relation between the pseudo-Ioffe time PDF and
the the momentum space PDF as following:

M(⌫, z2) =

Z 1

0

dx qv(x, µ)K(x⌫, z2µ2) +
1X

k=1

Bk(⌫)(z
2)k . (13)

One can evaluate analytically the B̃(x) and D̃(x) integrals resulting in

B̃(x) =
1� cos(x)

x2
+ 2 sin(x)

xSi(x)� 1

x
+

3� 4�E
2

cos(x) + 2 cos(x) [Ci(x)� ln(x)] , (14)

where Si(x) and Ci(x) are the sine and cosine integrals respectively and,

D̃(x) = xIm
⇥
e
ix

3F3(111; 222;�ix)
⇤
�

2� (2 + x
2) cos(x)

x2
, (15)

where 3F3(111; 222; x) is the generalized Hypergeometric function.

A. Numerical Evaluation of the Convolution Integrals

In order to implement numerically the convolution required for the matching, we need
to worry about both the precision of the integration as well as the computational efficiency.
Although the although some of the integrals can be done analytically as indicated above, the
resulting special functions are difficult to evaluate accurately and in fact the Hypergeometric
function requires multi-precision arithmetic resulting in expensive computations. Further-
more, as the Ioffe time ⌫ becomes large, simple integration rules such as the trapezoid rule
break down even with O(103) integration points. Furthermore, potential divergence of the
PDF at x = 0 further complicates numerical evaluation of the final convolution integral over
x. These numerical instabilities arise from the fact that the integrand is oscillatory with a
frequency of oscillations that is ⌫/2⇡. One way to address the problem is to use an improved
trapezoid rule just like the rule we used in the "moments" paper. Unfortunately, this still
results in special functions but at least in may give us better precision.

2

�z · p = ⌫
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The inverse problem to solve: Obtain q(x,μ) from the lattice matrix elements  
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Exploration of various methods for LO matching Exploration of the NNPDF approach applied to lattice data



• Obtain the PDF from a limited set of   
matrix elements obtained from 
lattice QCD


• z2 is a physical length scale 
sampled on discrete values


• z2 needs to be sufficiently small so 
that higher twist effects are under 
control


• ν is dimensionless also sampled in 
discrete values


• the range of v is dictated by the 
range of z and the range of 
momenta available and is typically 
limited


• Parametrization of unknown 
functions

Our inverse problem

3.1 Separating continuum PDFs from systematic errors

The CP symmetry implies that the reduced pseudo-ITD has the property

M(p, z, a) = M⇤(�p, z, a) = M⇤(p, �z, a) = M(�p, �z, a) , (3.1)

which we used when constructing the summed three-point correlation functions to in-
crease the statistical precision by averaging, after appropriate complex conjugations, the
correlation functions with positive and negative momenta and separations. The relation
M(p, z, a) = M(�p, �z, a) restricts lattice spacing errors with odd powers of a to be func-
tions of a|p| and a/|z|. A Taylor expansion in lattice spacing gives the continuum reduced
pseudo-ITD Mcont and lattice spacing corrections

M(p, z, a) = Mcont(⌫, z
2) +

X

n=1

✓
a

|z|

◆n

Pn(⌫) + (a⇤QCD)nRn(⌫) . (3.2)

With an O(a) improved lattice action, the lattice spacing errors related to the momentum
p, must come in from the momentum transfer. This feature is known in the improvement of
the local vector current [122], the case of z = 0, where the local vector current mixes with
the divergence of the tensor current. The operators discussed in [51] also demonstrate these
features when considering the hadronic matrix elements in question. These momentum
transfer effects are necessary for the studies of Generalized Parton Distributions, but not for
the PDF. There is also potential z

2 dependence on the lattice spacing coefficient functions,
Pn and Rn. Those effects which can come from logarithmic perturbative corrections, higher
twist contributions, or target mass corrections are additionally suppressed either by ↵s,
⇤2
QCDz

2, or m
2
z
2 respectively on top of the suppression by a/|z| and a⇤QCD. These z

2

dependencies are neglected here.
The relationship between the reduced pseudo-ITD and the ITD is through a convolution

with Wilson coefficient function. Ultimately, the ITD is not the goal of this study, but
instead its Fourier transform, the PDF. We adopt an approach analogous to [73, 90, 100]
where the intermediate ITD is not required, but a parameterization of the PDF is directly
related to the reduced pseudo-ITD. Unlike [73, 90, 100], the PDF is related to the leading
twist reduced pseudo-ITD through its moments. The higher twist power corrections are
added as nuisance terms similar to the lattice spacing terms. The functional form is given
by

Mcont(⌫, z
2) = Mlt(⌫, z

2) +
X

n=1

(z2⇤2
QCD)nBn(⌫) . (3.3)

in terms of the leading twist continuum limit reduced pseudo-ITD, Mlt, and the higher
twist distributions Bn. In principle, the higher twist distributions could have non-trivial z

2

dependence. Similarly to the lattice spacing terms, these effects which come from pertur-
bative corrections and target mass effects are additionally suppressed by powers of ↵s or
m

2
z
2 respectively and are neglected in the remainder of this study.
In principle, there exist higher twist power corrections and lattice spacing errors of

all orders. With these errors sufficiently under control, only the leading contributions are
significant. We therefore make the approximation that Pn = Rn = Bn = 0 for n > 1.
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PDFs can be individually extracted from the real and imaginary components separately.
The components are factorized as

Re M(⌫, z
2) =

Z 1

0
dx KR(x⌫, µ

2
z
2)q�(x, µ

2) + O(z2)

Im M(⌫, z
2) =

Z 1

0
dx KI(x⌫, µ

2
z
2)q+(x, µ

2) + O(z2) , (2.14)

where

KR(x⌫, µ
2
z
2) =

Z 1

0
du C(u, µ

2
z
2) cos(u⌫x)

KI(x⌫, µ
2
z
2) =

Z 1

0
du C(u, µ

2
z
2) sin(u⌫x) . (2.15)

Use of these matching kernels which factorize directly to the PDF removes the need for the
intermediate determination of the MS ITD. Unfortunately, they prove to be complicated
functions whose direct numerical evaluation is inefficient when incorporated into the analysis
of the matrix elements computed from lattice QCD. In Sec. 3.2, we adopt a power series
approximation to the convolution integrals that the above kernel functions participate in
which allows for efficient computations within the available range of the Ioffe time. With
sufficient number of terms, this power series approximates the convolution integrals to
numerical precision.

3 Determination of the continuum limit PDF and nuisance parameters

The continuum limit is a critical step in any precision lattice calculation. In this study, we
take advantage of the symmetries of the reduced pseudo-ITD to parameterize the lattice
spacing correction to the continuum limit, as well as the higher twist effects. The continuum
PDF is also parameterized and a simultaneous analysis of all three ensembles obtains the
continuum limit PDF with higher twist contamination removed. This method of adding
“nuisance parameters” to parameterize the systematic errors of experimental cross sections is
also used in the phenomenological extractions of PDFs. Such a combined analysis approach
can also be used with results obtained with different pion masses, lattice spacings, matrix
elements, and even lattice actions given appropriate parameterizations of those effects.
Ultimately, one can imagine taking all published lattice matrix elements and analyzing them
within this approach, given sufficiently novel nuisance parameterizations, just as a global
phenomenological fit is performed using experimental data with vastly different systematic
errors. In order to minimize the dependence of the effect of nuisance parameters, in this
study only higher twist and lattice spacing errors are considered for data with the same
physical quark mass and lattice action. Future work will study the extension of this method
to include other effects.

It is important to note that the coefficients of the lattice spacing errors can be functions
of the Ioffe time. Previous parameterizations of lattice spacing errors for parton observables
have only used simple dependences on the Ioffe time, which all diverge as ⌫ ! 1. In [80,
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Sample data
arXiv:2105.13313 [hep-lat]  J. Karpie et. al.

ID a(fm) M⇡(MeV) � cSW  L
3
⇥ T Ncfg

eA5 0.0749(8) 446(1) 5.2 2.01715 0.13585 323 ⇥ 64 1904
E5 0.0652(6) 440(5) 5.3 1.90952 0.13625 323 ⇥ 64 999
N5 0.0483(4) 443(4) 5.5 1.75150 0.13660 483 ⇥ 96 477

Table 1. Parameters for the lattices generated by the CLS collaboration using two flavors of O(a) improved
Wilson fermions. More details about these ensembles can be found in [128].

4 Lattice QCD calculation

This study utilizes three ensembles of configurations with decreasing lattice spacing. These
ensembles have two flavors of dynamical Wilson clover fermions and pion mass around
440 MeV. The specific parameters of these ensembles are given in Table 1. The lattice
spacings of the configurations are 0.0749, 0.0652, and 0.0483 fm. The finer two ensembles
were generated by the CLS effort [128] while the coarsest was generated by the authors for
this study. These ensembles allow for a controlled continuum limit extrapolation which is a
necessary step for precision calculations of PDFs. Apart from that, the finest lattice spacing
employed in this study is half compared to our previous studies allowing us to reach much
higher momenta and smaller separations.

The nucleon interpolating fields are constructed with Gaussian smearing [129] and
momentum smearing [130]. The source field is always be smeared, and an unsmeared
and a smeared sink field is used. These scenarios are referred to as “SP” (standing for
smeared-point) and “SS” (standing for smeared-smeared) respectively. For both of these
scenarios, three values of the momentum smearing parameter ⇣ are used. To implement the
momentum smearing, prior to the Gaussian smearing step, the gauge links are modified by

Uµ(x) ! e
i 2⇡L ⇣x3Uµ(x) , (4.1)

in order to smear only the direction parallel to the momentum. The smearing parameters
are chosen to increase the overlap to the ground state, and thereby the signal-to-noise ratio,
for correlation functions over a range of momenta.

The matrix elements are calculated using the summation Generalized Eigenvalue Prob-
lem (sGEVP) technique [131] to have optimal control over the excited state contamination,
as described in Sec. 4.1. Summation techniques have proven to be extremely powerful in
controlling excited state errors [132] and have been used in a number of lattice calculations
of PDFs [34, 60, 68, 73–75, 133]. These methods have dramatically reduced excited state
contamination O(e��T ) compared to typical ratio methods O(e��T/2). These methods
are necessary for efficient calculations especially for future work with physical pion masses
where � is smaller making excited states persistent for larger T/a which consequently in-
creases the computational cost needed to achieve equivalent statistical precision. To obtain
comparable statistical precision of a summation method calculation with N measurements,
a ratio method calculation can be estimated to require N

2 measurements.
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Jacobi Polynomials
Inverse problem

where B(a, b) is the beta function. Since the Jacobi polynomials form a complete basis of
functions in the interval of [0,1], the PDFs can be written as

q±(x) = x
↵(1 � x)�

1X

n=0

±d
(↵,�)
n J

(↵,�)
n (x) (3.11)

for any ↵ and �. The choice of those parameters does affect the convergence of the coef-
ficients ±d

(↵,�)
n . In practice, one needs to truncate the series introducing in this way some

model dependence which can be easily controlled. The control of the truncation can be
improved if one fits for the optimal values of ↵ and � for that given order of truncation. In
other words, the rate of convergence of the series can be optimized by tuning the values of ↵

and �. One way to understand why tuning of ↵ and � can result in improved convergence of
the series is to realize that phenomenological considerations tell us that the Jacobi weight is
a good approximation to the shape of the PDF, therefore if ↵, � are tuned to roughly match
the shape of the PDF, the Jacobi polynomials need only to approximate a smooth, slowly
varying function with small coefficients. Using Eq. 3.9, we can easily convert an expansion
of the PDF in terms of (↵, �) Jacobi polynomials to one with (↵0

, �
0) Jacobi polynomials.

The transformation of the expansion coefficients is linear and if a truncation of the series
up to order N is used the linear transformation involves only coefficients up to that order.
Finally, there also exists a linear transformation which connects these coefficients and the
Mellin moments of the PDF given by

±d
(↵,�)
n =

1

N
(↵,�)
n

nX

j=0

!
(↵,�)
n,j a

±
j (3.12)

where a
±
n =

R 1
0 dx x

n
q±(x), so this parameterization can be thought as another way to

parameterize the PDF by a set of its moments.
To determine the relationship between the reduced pseudo-ITD and the parameters of

the PDF, the matching kernels KR,I are expanded in terms of Jacobi polynomials. It can
be shown that the kernels can be written as

KR(x⌫, µ
2
z
2) =

1X

n=0

�
(↵,�)
n (⌫, µ

2
z
2)

N
(↵,�)
n

J
(↵,�)
n (x)

KI(x⌫, µ
2
z
2) =

1X

n=0

⌘
(↵,�)
n (⌫, µ

2
z
2)

N
(↵,�)
n

J
(↵,�)
n (x) , (3.13)

with

�
(↵,�)
n (⌫, z

2
µ
2) =

nX

j=0

1X

k=0

(�1)k

(2k)!
c2k(z

2
µ
2)!(↵,�)

n,j B(↵ + 2k + j + 1, � + 1) ⌫
2k

⌘
(↵,�)
n (⌫, z

2
µ
2) =

nX

j=0

1X

k=0

(�1)k

(2k + 1)!
c2k+1(z

2
µ
2)!(↵,�)

n,j B(↵ + 2k + j + 2, � + 1)⌫2k+1
.(3.14)

Numerically, the sum over k can be performed to a sufficiently high order (k ⇠ 30) to
achieve convergence to double precision accuracy in the relevant range of Ioffe time. Given
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be shown that the kernels can be written as
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µ
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nX
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2
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.(3.14)

Numerically, the sum over k can be performed to a sufficiently high order (k ⇠ 30) to
achieve convergence to double precision accuracy in the relevant range of Ioffe time. Given
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Jacobi Polynomials: Orthogonal and complete in the interval [0,1]

3.2 Parameterization of unknown functions

Extracting PDFs from matrix elements using a functional form to parametrize them may
induce unwanted model dependence. Therefore, a careful study of such parametrization-
dependent systematic error is required. For that purpose, the functional forms used should
be varied in order to understand how certain choices affect the final result. In previous
lattice PDF studies [34, 65, 74, 75, 80, 86, 87, 110], the chosen functional forms are similar
to those used in phenomenological analyses of PDFs [123–126]. Progress has also been made
on the application of neural networks to parameterize the PDF [67, 99, 127]. In this work,
all of the unknown functions, q�(x), q+(x), P1(⌫), R1(⌫), and B1(⌫), are parameterized
using Jacobi polynomials.

The Jacobi polynomials, j
(↵,�)
n (z), are defined in the interval [�1, 1] and they satisfy

the orthogonality relation
Z 1

�1
dz(1 � z)↵(1 + z)�j

(↵,�)
n (z)j(↵,�)m (z) = Ñ

(↵,�)
n �n,m , (3.4)

for ↵, � > �1. For the purposes of this study, it is useful to change variables to x = 1�z
2

or z = 1 � 2x. This transformation maps the interval [�1, 1] to the interval [0, 1] and the
orthogonality weight becomes (1 � z)↵(1 + z)� = 2↵+�

x
↵(1 � x)� . We therefore introduce

the transformed Jacobi polynomials J
(↵,�)
n (x), which are referred to as Jacobi polynomials

from now on, as

J
(↵,�)
n (x) =

nX

j=0

!
(↵,�)
n,j x

j
, (3.5)

with

!
(↵,�)
n,j =

✓
n

j

◆
(�1)j

n!

�(↵ + n + 1)�(↵ + � + n + j + 1)

�(↵ + � + n + 1)�(↵ + j + 1)
. (3.6)

The orthogonality relation becomes
Z 1

0
dx x

↵(1 � x)�J
(↵,�)
n (x)J (↵,�)

m (x) = N
(↵,�)
n �n,m , (3.7)

where

N
(↵,�)
n =

1

2n + ↵ + � + 1

�(↵ + n + 1)�(� + n + 1)

n! �(↵ + � + n + 1)
. (3.8)

One thing to note is that there exists a formula that relates Jacobi polynomials for different
values of the weight parameters, ↵ and �. This formula reads as following

J
(↵,�)
n (x) =

nX

m=0

ĉ
n
m(↵, ↵

0; �, �
0)J (↵0,�0)

m (x) , (3.9)

where the coefficients ĉ
n
m(↵, ↵

0; �, �
0) are analytically known. Finally, it can be shown that

the coefficients of the Jacobi polynomials satisfy the orthogonality relationship
1X

i,j=0

!
(↵,�)
n,i B(↵ + i + j + 1, � + 1)!(↵,�)

m,j = N
(↵,�)
n �n,m , (3.10)
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Complete basis of functions in the interval [0,1] for any α and β

q+(x) = q(x) + q̄(x)
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3.2 Parameterization of unknown functions

Extracting PDFs from matrix elements using a functional form to parametrize them may
induce unwanted model dependence. Therefore, a careful study of such parametrization-
dependent systematic error is required. For that purpose, the functional forms used should
be varied in order to understand how certain choices affect the final result. In previous
lattice PDF studies [34, 65, 74, 75, 80, 86, 87, 110], the chosen functional forms are similar
to those used in phenomenological analyses of PDFs [123–126]. Progress has also been made
on the application of neural networks to parameterize the PDF [67, 99, 127]. In this work,
all of the unknown functions, q�(x), q+(x), P1(⌫), R1(⌫), and B1(⌫), are parameterized
using Jacobi polynomials.

The Jacobi polynomials, j
(↵,�)
n (z), are defined in the interval [�1, 1] and they satisfy

the orthogonality relation
Z 1

�1
dz(1 � z)↵(1 + z)�j

(↵,�)
n (z)j(↵,�)m (z) = Ñ

(↵,�)
n �n,m , (3.4)

for ↵, � > �1. For the purposes of this study, it is useful to change variables to x = 1�z
2

or z = 1 � 2x. This transformation maps the interval [�1, 1] to the interval [0, 1] and the
orthogonality weight becomes (1 � z)↵(1 + z)� = 2↵+�

x
↵(1 � x)� . We therefore introduce

the transformed Jacobi polynomials J
(↵,�)
n (x), which are referred to as Jacobi polynomials

from now on, as

J
(↵,�)
n (x) =

nX

j=0

!
(↵,�)
n,j x

j
, (3.5)

with

!
(↵,�)
n,j =

✓
n

j

◆
(�1)j

n!

�(↵ + n + 1)�(↵ + � + n + j + 1)

�(↵ + � + n + 1)�(↵ + j + 1)
. (3.6)

The orthogonality relation becomes
Z 1

0
dx x

↵(1 � x)�J
(↵,�)
n (x)J (↵,�)

m (x) = N
(↵,�)
n �n,m , (3.7)

where

N
(↵,�)
n =

1

2n + ↵ + � + 1

�(↵ + n + 1)�(� + n + 1)

n! �(↵ + � + n + 1)
. (3.8)

One thing to note is that there exists a formula that relates Jacobi polynomials for different
values of the weight parameters, ↵ and �. This formula reads as following

J
(↵,�)
n (x) =

nX

m=0

ĉ
n
m(↵, ↵

0; �, �
0)J (↵0,�0)

m (x) , (3.9)

where the coefficients ĉ
n
m(↵, ↵

0; �, �
0) are analytically known. Finally, it can be shown that

the coefficients of the Jacobi polynomials satisfy the orthogonality relationship
1X

i,j=0

!
(↵,�)
n,i B(↵ + i + j + 1, � + 1)!(↵,�)

m,j = N
(↵,�)
n �n,m , (3.10)
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where B(a, b) is the beta function. Since the Jacobi polynomials form a complete basis of
functions in the interval of [0,1], the PDFs can be written as

q±(x) = x
↵(1 � x)�

1X

n=0

±d
(↵,�)
n J

(↵,�)
n (x) (3.11)

for any ↵ and �. The choice of those parameters does affect the convergence of the coef-
ficients ±d

(↵,�)
n . In practice, one needs to truncate the series introducing in this way some

model dependence which can be easily controlled. The control of the truncation can be
improved if one fits for the optimal values of ↵ and � for that given order of truncation. In
other words, the rate of convergence of the series can be optimized by tuning the values of ↵

and �. One way to understand why tuning of ↵ and � can result in improved convergence of
the series is to realize that phenomenological considerations tell us that the Jacobi weight is
a good approximation to the shape of the PDF, therefore if ↵, � are tuned to roughly match
the shape of the PDF, the Jacobi polynomials need only to approximate a smooth, slowly
varying function with small coefficients. Using Eq. 3.9, we can easily convert an expansion
of the PDF in terms of (↵, �) Jacobi polynomials to one with (↵0

, �
0) Jacobi polynomials.

The transformation of the expansion coefficients is linear and if a truncation of the series
up to order N is used the linear transformation involves only coefficients up to that order.
Finally, there also exists a linear transformation which connects these coefficients and the
Mellin moments of the PDF given by

±d
(↵,�)
n =

1

N
(↵,�)
n

nX

j=0

!
(↵,�)
n,j a

±
j (3.12)

where a
±
n =

R 1
0 dx x

n
q±(x), so this parameterization can be thought as another way to

parameterize the PDF by a set of its moments.
To determine the relationship between the reduced pseudo-ITD and the parameters of

the PDF, the matching kernels KR,I are expanded in terms of Jacobi polynomials. It can
be shown that the kernels can be written as

KR(x⌫, µ
2
z
2) =

1X

n=0

�
(↵,�)
n (⌫, µ

2
z
2)

N
(↵,�)
n

J
(↵,�)
n (x)

KI(x⌫, µ
2
z
2) =

1X

n=0

⌘
(↵,�)
n (⌫, µ

2
z
2)

N
(↵,�)
n

J
(↵,�)
n (x) , (3.13)

with

�
(↵,�)
n (⌫, z

2
µ
2) =

nX

j=0

1X

k=0

(�1)k

(2k)!
c2k(z

2
µ
2)!(↵,�)

n,j B(↵ + 2k + j + 1, � + 1) ⌫
2k

⌘
(↵,�)
n (⌫, z

2
µ
2) =

nX

j=0

1X

k=0

(�1)k

(2k + 1)!
c2k+1(z

2
µ
2)!(↵,�)

n,j B(↵ + 2k + j + 2, � + 1)⌫2k+1
.(3.14)

Numerically, the sum over k can be performed to a sufficiently high order (k ⇠ 30) to
achieve convergence to double precision accuracy in the relevant range of Ioffe time. Given
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PDFs can be individually extracted from the real and imaginary components separately.
The components are factorized as

Re M(⌫, z
2) =

Z 1

0
dx KR(x⌫, µ

2
z
2)q�(x, µ

2) + O(z2)

Im M(⌫, z
2) =

Z 1

0
dx KI(x⌫, µ

2
z
2)q+(x, µ

2) + O(z2) , (2.14)

where

KR(x⌫, µ
2
z
2) =

Z 1

0
du C(u, µ

2
z
2) cos(u⌫x)

KI(x⌫, µ
2
z
2) =

Z 1

0
du C(u, µ

2
z
2) sin(u⌫x) . (2.15)

Use of these matching kernels which factorize directly to the PDF removes the need for the
intermediate determination of the MS ITD. Unfortunately, they prove to be complicated
functions whose direct numerical evaluation is inefficient when incorporated into the analysis
of the matrix elements computed from lattice QCD. In Sec. 3.2, we adopt a power series
approximation to the convolution integrals that the above kernel functions participate in
which allows for efficient computations within the available range of the Ioffe time. With
sufficient number of terms, this power series approximates the convolution integrals to
numerical precision.

3 Determination of the continuum limit PDF and nuisance parameters

The continuum limit is a critical step in any precision lattice calculation. In this study, we
take advantage of the symmetries of the reduced pseudo-ITD to parameterize the lattice
spacing correction to the continuum limit, as well as the higher twist effects. The continuum
PDF is also parameterized and a simultaneous analysis of all three ensembles obtains the
continuum limit PDF with higher twist contamination removed. This method of adding
“nuisance parameters” to parameterize the systematic errors of experimental cross sections is
also used in the phenomenological extractions of PDFs. Such a combined analysis approach
can also be used with results obtained with different pion masses, lattice spacings, matrix
elements, and even lattice actions given appropriate parameterizations of those effects.
Ultimately, one can imagine taking all published lattice matrix elements and analyzing them
within this approach, given sufficiently novel nuisance parameterizations, just as a global
phenomenological fit is performed using experimental data with vastly different systematic
errors. In order to minimize the dependence of the effect of nuisance parameters, in this
study only higher twist and lattice spacing errors are considered for data with the same
physical quark mass and lattice action. Future work will study the extension of this method
to include other effects.

It is important to note that the coefficients of the lattice spacing errors can be functions
of the Ioffe time. Previous parameterizations of lattice spacing errors for parton observables
have only used simple dependences on the Ioffe time, which all diverge as ⌫ ! 1. In [80,
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this expansion, the leading twist reduced-pseudo ITD can be written as the truncated sums

Re Mlt(⌫, z
2) = 1 +

N�X

n=1

�
(↵,�)
n (⌫, z

2
µ
2)�d

(↵,�)
n

Im Mlt(⌫, z
2) =

N+�1X

n=0

⌘
(↵,�)
n (⌫, z

2
µ
2)+d

(↵,�)
n . (3.15)

Similarly, the nuisance parameters can be introduced in x space and the unknown functions
B1, P1, Q1, and R1 are constructed from similar sums.

Re B1(⌫) =

NR,bX

n=1

�
(↵,�)
0,n (⌫)b(↵,�)R,n , Im B1(⌫) =

NI,bX

n=1

⌘
(↵,�)
0,n (⌫)b(↵,�)I,n

Re P1(⌫) =

NR,pX

n=1

�
(↵,�)
0,n (⌫)p(↵,�)R,n , Im P1(⌫) =

NI,pX

n=1

⌘
(↵,�)
0,n (⌫)p(↵,�)I,n

Re R1(⌫) =

NR,rX

n=1

�
(↵,�)
0,n (⌫)r(↵,�)R,n , Im R1(⌫) =

NI,rX

n=1

⌘
(↵,�)
0,n (⌫)r(↵,�)I,n , (3.16)

where

�
(↵,�)
0,n (⌫) =

Z 1

0
dx cos(⌫x)x↵(1 � x)�J

(↵,�)
n (x)

⌘
(↵,�)
0,n (⌫) =

Z 1

0
dx sin(⌫x)x↵(1 � x)�J

(↵,�)
n (x) , (3.17)

which are the leading O(↵0
s) order of �n and ⌘n.

Unlike parameterizing with a polynomial form in Ioffe time, these functional forms are
better behaved in the large Ioffe time regime. Unlike a polynomial in ⌫, one does not expect
these nuisance terms to grow indefinitely with Ioffe time, but instead eventually falling to
zero as the ITD does. In [63], a calculation using renormalon methods showed the ratio of
the ITD and the leading power correction plateaus as ⌫ grows indicating that the higher
twist contribution eventually decays to zero at large Ioffe time. Similarly, the size of the
lattice spacing error is not expected to grow infinitely with ⌫. For a fixed z

2, it is expected
to ultimately go to zero as ⌫ increases.

Not only do the � and ⌘ functions have better large Ioffe time behavior, but they also
appear to dominate only in a given region of Ioffe time ordered by n. Figs 1 and 2 show the
functions over a range of n. As can be seen, these functions have a peak region and fall to
zero as Ioffe time increases, albeit slowly, and the peaks are ordered by n. Since our data
exist within a limited range of Ioffe time, the terms whose peaks are beyond this region do
not contribute significantly. More so, since the (pseudo-)ITD is believed to decay towards
zero without any large values at larger Ioffe times, the values of the parameters with larger
n will be small as well. This expected convergence of the series and the known shape of
the the � and ⌘ functions in the available range of Ioffe time can be used as natural guides
for when to truncate the series without significant chance of losing vital information on the
PDF’s structure.
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3.1 Separating continuum PDFs from systematic errors

The CP symmetry implies that the reduced pseudo-ITD has the property

M(p, z, a) = M⇤(�p, z, a) = M⇤(p, �z, a) = M(�p, �z, a) , (3.1)

which we used when constructing the summed three-point correlation functions to in-
crease the statistical precision by averaging, after appropriate complex conjugations, the
correlation functions with positive and negative momenta and separations. The relation
M(p, z, a) = M(�p, �z, a) restricts lattice spacing errors with odd powers of a to be func-
tions of a|p| and a/|z|. A Taylor expansion in lattice spacing gives the continuum reduced
pseudo-ITD Mcont and lattice spacing corrections

M(p, z, a) = Mcont(⌫, z
2) +

X

n=1

✓
a

|z|

◆n

Pn(⌫) + (a⇤QCD)nRn(⌫) . (3.2)

With an O(a) improved lattice action, the lattice spacing errors related to the momentum
p, must come in from the momentum transfer. This feature is known in the improvement of
the local vector current [122], the case of z = 0, where the local vector current mixes with
the divergence of the tensor current. The operators discussed in [51] also demonstrate these
features when considering the hadronic matrix elements in question. These momentum
transfer effects are necessary for the studies of Generalized Parton Distributions, but not for
the PDF. There is also potential z

2 dependence on the lattice spacing coefficient functions,
Pn and Rn. Those effects which can come from logarithmic perturbative corrections, higher
twist contributions, or target mass corrections are additionally suppressed either by ↵s,
⇤2
QCDz

2, or m
2
z
2 respectively on top of the suppression by a/|z| and a⇤QCD. These z

2

dependencies are neglected here.
The relationship between the reduced pseudo-ITD and the ITD is through a convolution

with Wilson coefficient function. Ultimately, the ITD is not the goal of this study, but
instead its Fourier transform, the PDF. We adopt an approach analogous to [73, 90, 100]
where the intermediate ITD is not required, but a parameterization of the PDF is directly
related to the reduced pseudo-ITD. Unlike [73, 90, 100], the PDF is related to the leading
twist reduced pseudo-ITD through its moments. The higher twist power corrections are
added as nuisance terms similar to the lattice spacing terms. The functional form is given
by

Mcont(⌫, z
2) = Mlt(⌫, z

2) +
X

n=1

(z2⇤2
QCD)nBn(⌫) . (3.3)

in terms of the leading twist continuum limit reduced pseudo-ITD, Mlt, and the higher
twist distributions Bn. In principle, the higher twist distributions could have non-trivial z

2

dependence. Similarly to the lattice spacing terms, these effects which come from pertur-
bative corrections and target mass effects are additionally suppressed by powers of ↵s or
m

2
z
2 respectively and are neglected in the remainder of this study.
In principle, there exist higher twist power corrections and lattice spacing errors of

all orders. With these errors sufficiently under control, only the leading contributions are
significant. We therefore make the approximation that Pn = Rn = Bn = 0 for n > 1.
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which using our conventions becomes

K(x⌫, z2µ2) = cos(x⌫)�
↵s
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One can evaluate analytically the B̃(x) and D̃(x) integrals resulting in

B̃(x) =
1� cos(x)

x2
+ 2 sin(x)

xSi(x)� 1

x
+

3� 4�E
2

cos(x) + 2 cos(x) [Ci(x)� ln(x)] , (14)
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where 3F3(111; 222; x) is the generalized Hypergeometric function.

A. Numerical Evaluation of the Convolution Integrals

In order to implement numerically the convolution required for the matching, we need
to worry about both the precision of the integration as well as the computational efficiency.
Although the although some of the integrals can be done analytically as indicated above, the
resulting special functions are difficult to evaluate accurately and in fact the Hypergeometric
function requires multi-precision arithmetic resulting in expensive computations. Further-
more, as the Ioffe time ⌫ becomes large, simple integration rules such as the trapezoid rule
break down even with O(103) integration points. Furthermore, potential divergence of the
PDF at x = 0 further complicates numerical evaluation of the final convolution integral over
x. These numerical instabilities arise from the fact that the integrand is oscillatory with a
frequency of oscillations that is ⌫/2⇡. One way to address the problem is to use an improved
trapezoid rule just like the rule we used in the "moments" paper. Unfortunately, this still
results in special functions but at least in may give us better precision.

2

this expansion, the leading twist reduced-pseudo ITD can be written as the truncated sums
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Similarly, the nuisance parameters can be introduced in x space and the unknown functions
B1, P1, Q1, and R1 are constructed from similar sums.
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�
(↵,�)
0,n (⌫)r(↵,�)R,n , Im R1(⌫) =
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n=1

⌘
(↵,�)
0,n (⌫)r(↵,�)I,n , (3.16)

where

�
(↵,�)
0,n (⌫) =

Z 1

0
dx cos(⌫x)x↵(1 � x)�J

(↵,�)
n (x)

⌘
(↵,�)
0,n (⌫) =

Z 1

0
dx sin(⌫x)x↵(1 � x)�J

(↵,�)
n (x) , (3.17)

which are the leading O(↵0
s) order of �n and ⌘n.

Unlike parameterizing with a polynomial form in Ioffe time, these functional forms are
better behaved in the large Ioffe time regime. Unlike a polynomial in ⌫, one does not expect
these nuisance terms to grow indefinitely with Ioffe time, but instead eventually falling to
zero as the ITD does. In [63], a calculation using renormalon methods showed the ratio of
the ITD and the leading power correction plateaus as ⌫ grows indicating that the higher
twist contribution eventually decays to zero at large Ioffe time. Similarly, the size of the
lattice spacing error is not expected to grow infinitely with ⌫. For a fixed z

2, it is expected
to ultimately go to zero as ⌫ increases.

Not only do the � and ⌘ functions have better large Ioffe time behavior, but they also
appear to dominate only in a given region of Ioffe time ordered by n. Figs 1 and 2 show the
functions over a range of n. As can be seen, these functions have a peak region and fall to
zero as Ioffe time increases, albeit slowly, and the peaks are ordered by n. Since our data
exist within a limited range of Ioffe time, the terms whose peaks are beyond this region do
not contribute significantly. More so, since the (pseudo-)ITD is believed to decay towards
zero without any large values at larger Ioffe times, the values of the parameters with larger
n will be small as well. This expected convergence of the series and the known shape of
the the � and ⌘ functions in the available range of Ioffe time can be used as natural guides
for when to truncate the series without significant chance of losing vital information on the
PDF’s structure.
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Parametrization of correction terms - Only use one of each kind

Higher Twist

z-dependent lattice spacing

z-independent lattice spacing



Bayesian Inference
Optimize model parameters

• Fix the expansion order in the  Jacobi polynomial expansion


• Optimize α,β and the expansion of coefficients by maximizing the posterior probability


• Average over models using AICc


• Note that one could fix α,β at a reasonable value and the vary the order of trancation 
in the Jacobi polynomial expansion

4.2 Fitting matrix elements

The sGEVP is applied to each scenario of smearing parameters individually. It is likely that
modifying the operators by only changing smearing parameters will not drastically change
its overlap with the ground and excited states. This means combining them within the
sGEVP will have little effect. This feature can be seen in Fig. 3, where the effective matrix
elements with different ⇣ are largely consistent within errors. With the same overlap they
cannot significantly improve the cancellation of higher state effects. Instead, combinations
of these six smearing scenarios are simultaneously fit to obtain a common matrix element
and an excited state mass. When the signal-to-noise ratio for some of smearing scenarios
is poor, they are excluded from the fit, for example large ⇣ at small p or vice versa.

There exists a systematic error from the particular choices of the maximum and min-
imum values of T used within the fits for the matrix elements. The maximum value was
chosen based upon the statistical noise of the correlation functions at those times. When
the noise was sufficiently large that the fit result was not significantly affected, the maxi-
mum value was set. The minimum value was chosen to minimize the �

2
/d.o.f. of the fit.

The change of the central values when fitting with a minimum time decreased by a single
time slice is used, in order to estimate the systematic error from the choice of minimum
time. The square of this systematic error is added to the diagonal of the covariance matrix
for the remainder of the analysis. The majority of the data points do not see a dramatic
increase in error, but some do highlighting the importance of this analysis.

5 Fits with Bayesian Priors

In order to determine the PDF from our lattice matrix elements, we create a model to
describe our data in terms of the PDF and various systematic errors as described in Sec. 3.
Let ML(⌫, z

2) be the lattice matrix elements while M(⌫, z
2
, ✓) be the matrix element from

our model which depends on a set of parameters ✓. These parameters are the exponents ↵,
�, and the linear coefficients of the Jacobi series for the PDF and the nuisance terms.

We attempt to determine the most likely values of the unknown parameters ✓ given
our lattice matrix elements, ML and some prior information, I by using Bayes’ theorem,
which states

P
⇥
✓|ML

, I
⇤

=
P
⇥
ML

|✓
⇤
P [✓|I]

P [ML|I]
. (5.1)

Here P
⇥
✓|ML

, I
⇤

is the posterior distribution, which describes the probability distribu-
tion that a given set of parameters are the true parameters given a set of data and prior
information. P

⇥
ML

|✓
⇤

is the probability distribution of the data given a set of model pa-
rameters. P [✓|I] is the prior distribution which describes the probability distribution of a
set of parameters given some previously held information about it. Finally, P

⇥
ML

|I
⇤

is the
marginal likelihood or evidence which describes the probability that the data are correct
given the previously held information. Ultimately, since the evidence does not depend on
the model parameters it will be an unnecessary normalization for finding the most likely
parameters.
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Figure 6. The real (LHS) and the imaginary (RHS) part of the reduced ITDs of the three lattice
ensembles used in this study. We see that for the range of Ioffe times that is covered by our data
the three ensembles have a pretty good overlap. The statistical and systematic errors are added in
quadrature.

theorem, may be written as the quadratic distance functional P [ML
|✓] / exp[��2

2 ],

�
2 =

X

k,l

(ML
k � Mk)C

�1
kl (ML

l � Ml), (5.2)

where the indices k, l run over all our matrix elements and

Ckl =
1

N(N � 1)

X

i

�
ML,i

k � ML
k

��
ML,i

l � ML
l

�
, (5.3)

is the covariance matrix of the N samples (denoted as ML,i
k ) of the matrix elements ML

k .
In the absence of any prior information, finding the most probable set of model parameters
is done by minimizing �

2.
The prior distributions are chosen to encode some expectations or requirements on the

fit parameters. A simple example of how this could be done is by setting bounds on a fit. If
one desires a model parameter ✓i to be limited to the range [a, b], then the prior distribution
is given by P [✓i|I] = (b � a)�1

✓(x � a)✓(b � x) where ✓(x) is the Heaviside step function.
The PDF is known to be dominated by the leading behavior x

↵(1�x)� and the other terms
should be small corrections to this. Therefore we give the PDF model parameters ±d

(↵,�)
n

priors which are normal distributions, with a mean and width of d0 and �d respectively.
In Sec. 6, we use normal distributions centered about 0, but change the widths in order to
study its effects. Similarly for the nuisance terms, we expect their parameters to be small
corrections to the dominant PDF and use a normal distribution for them, whose widths are
smaller than those of the PDF parameters. The mean and width of these are given by c0

and �c.
The prior distributions for ↵ and � could also be normal distributions, but they have

other restrictions. First, ↵ and � must be greater than -1. This is an explicit restriction
from the definition of the Jacobi polynomials, but also has a physical interpretation. If ↵
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Probability distribution of the data given the parameters

Prior distributions

Shifted lognormal for α,β so that α>-1 and b>-1

Normal distribution for all linear parameters (expansion coefficients)

Optimize parameters using non-linear optimizer for α,β only 
VarPro (Variable projection method) allows for exact optimization 

of all expansion coefficients given α,β  



model Real L
2/d.o.f. Real �

2/d.o.f. Imag L
2/d.o.f. Imag �

2/d.o.f.
Q only 3.173 3.094 3.146 3.095
Q and B1 2.721 2.479 3.054 2.969
Q and R1 3.028 2.748 3.068 2.871
Q and P1 0.876 0.809 1.186 1.088
Q, B1, and R1 2.610 2.057 2.917 2.619
Q, B1, and P1 0.852 0.723 1.020 0.888
Q, R1, and P1 0.881 0.763 1.289 1.063
All terms 0.857 0.727 1.026 0.893

Table 2. The L
2/d.o.f. and �

2
/d.o.f. of models using 2 Jacobi polynomials for the PDF and 1 Jacobi

polynomial for the various nuisance terms from fits to the real and imaginary components of the reduced
pseudo-ITD. The change in the L

2/d.o.f. is a metric to judge the necessity of various nuisance terms. The
most dramatic decreases occur when O(az ) nuisance terms are included.

q± changes substantially when the P1 term is added in the large x region, consistent with
the fact that the P1 term affects mostly the small ⌫ range which in turn controls the large
x region of the PDF.

Figure 7. The results of fitting with various nuisance terms included.

6.2 Effects of prior distributions

In this section, we consider a set of prior distributions which can be studied in detail while
fixing the number of parameters. The effects of the prior distributions in this model are
modified in order to study the stability of the final results. The correlations between the
resulting parameters, as well as comparison of their fluctuations to the prior distribution,
can be used to identify which terms are being controlled by the data and which by the
priors. These terms can then be modified or removed in order to test their relevance. The
models being used in this study are described by Tab. 3.
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the z-dependent lattice spacing effect seems the most important systematic error

arXiv:2105.13313 [hep-lat]  J. Karpie et. al.

HadStruc

https://arxiv.org/abs/2105.13313


Isovector quark and anti-quark distributions
Comparison with phenomenology

Figure 28. The results of the AICc weighted average of the models of Sec. 6.3.
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Figure 29. A comparison of the AICc averaged results to the global fit PDFs, CT18 [124], NNPDF
3.1 [127], MSHT’20 [125], and JAM20 [126]. The upper plots are the parton distributions and the
lower plots are the distributions weighted by x to emphasize the large x region.
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Figure 5: The left- and right-hand plots so the unevolved, reduced pseudo-ITDM(⌫, z2) from ref. [23],
and using the distillation framework, using the a094m390 ensemble.

Work for 2020-2021 Allocation Year

Our program of work for the 2020-2021 will focus on three broad areas, which we now discuss.

PROJECT I: Isovector PDF of the Nucleon and Pion with “distillation”

Our aim is to extend the calculation of both the nucleon and kaon/pion Parton Distribution Functions
to lighter pion masses, and within the distillation framework to allow a better sampling of our lattices.
We discuss the advantages of the distillation framework in further detail in the next section, but using
the current allocation we have already demonstrated the e�cacy of our approach through the more
complete sampling of the lattice for the nucleon pseudo-PDF, as we illustrate in Fig. 5.

PROJECT II: Gluonic degrees of freedom in hadrons

In the manner of the isovector PDFs computed in the Io↵e-time framework, the parton distribution
functions of the gluon can be related to the matrix elements of field-strength tensors separated along
a spatial direction z:

Mµ↵;��(z, p) ⌘ hp|Tr[Fµ↵(z)U(z, 0)F��)0)U(0, z)]|pi (1)

where U ’s are gauge links inserted to ensure gauge invariance. The necessary formalism to relate
the resulting pseudo-ITD to the gluon PDF has recently been developed[14], and we will exploit this
to obtain, for the first time, the gluon distribution within the pseudo-PDF framework, using the
Wilson-flow procedure[27]. Example results showing the quality of the data is shwon in Figure 6. We
are also pursuing, in parallel, its calculation using the LCS approach[12].

PROJECT III: Exploratory calculation of Generalized Parton Distributions

The Generalized Parton Distributions provide a three-dimensional image of the nucleon and pion in
the longitudinal momentum fraction x and the impact parameter bT . The one-loop matching coe�-
cients relating Io↵e-time distributions to the GPDs within the pseudo-PDF approach have recently
been computed[15], and the distillation framework provides a straight-forward framework in which
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Sequential operator approach distillation 

a=0.093fm  mπ ~ 350 MeV  323 x 64



First distillation results
2+1 flavors single lattice spacing
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(a) (b)

FIG. 17: Parameter covariances of the optimal Jacobi polynomial fit to the real (17a) and the imaginary (17b)
component of the unpolarized reduced pseudo-ITD for z/a  12 with truncation orders

{nlt, naz, nt4, nt6}v = {4, 1, 3, 2}v and {nlt, naz, nt4, nt6}+ = {3, 3, 1, 0}+. Entries are normalized according to
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p
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FIG. 18: The leading-twist real ITD (purple) (18a) at 2 GeV derived from the Jacobi polynomial expansion of the
reduced pseudo-ITD for z/a  12 with {nlt, naz, nt4, nt6}v = {4, 1, 3, 2}v. The result is compared with the

uncorrelated 2-parameter phenomenological form of Eq. 24 shown in red. The valence quark leading-twist PDF
(purple) (18b) obtained from the {nlt, naz, nt4, nt6}v = {4, 1, 3, 2}v Jacobi polynomial expansion of the reduced

pseudo-ITD. The a/z (orange), twist-4 (brown), and twist-6 (navy) x-space distributions are also shown and seen to
be sub-leading. The distributions are compared with the uncorrelated 2-parameter phenomenological fit of Eq. 24
(red), as well as the NLO global analyses CJ15 [82] and JAM20 [88], and the NNLO analyses of MSTW [89] and

NNPDF [87] at the same scale.

the reduced pseudo-ITD data. That is, we perform the matching of Re M
�
⌫, z

2
�

to a common scale in MS according
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Conclusions
Outlook

• Understanding hadronic structure  is a major goal in nuclear physics


• Large experimental effort: JLab 12 GeV  and future EIC


• Lattice QCD calculations can in principle compute  (Generalized) parton distribution functions from first 
principles


• Controlling all systematics of the calculation is important and that complicates the solution of the inverse 
problem at hand


• Both lattice spacing and higher twist effects need to be controlled  


• New ideas are needed for pushing to higher momentum and improved sampling of the Ioffe time


• The range of Ioffe time is essential for obtaining the x-dependence of distribution functions


• Synergy between lattice and experiment may be proven essential in providing precision estimates of 
(Generalized) parton distribution functions 
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