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Reliability vs Availability all Tier-1s
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Reliability vs Availability all Tier-1s

4



Number of CPU slots used over last year
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About 5% of available cores not used because of high memory requirement of some jobs



CPU usage vs pledges
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CPU usage
2021: 104% pledges
2022: 105% pledges



CPU delivered by ATLAS Tier-1s
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US Tier-1 targets 23% of ATLAS 
approved requests at Tier-1s

US Tier-1 delivers 20% (some 
Tier-1s deliver well above pledges)



CPU by activities
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75% IO intensive tasks

BNL compared to other T1s
20% more user & group analysis 
40% more reconstruction
50% less Simulation



CPU age at US T1 & T2s
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Data Disk storage usage
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Disk (pledged) available at ATLAS Tier-1s
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BNL Tier 1 Datadisk end points.
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2 disk copies 1 disk copy

The two endpoints combined fulfil the disk pledge
Plan to merge the 2 endpoints



Disk storage age at US T1 & T2s
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Tape Capacity at BNL 
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Data Transfer Rates during most recent 
tape challenge
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BNL WAN Traffic in PB/month
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BNL WAN Traffic growth for the past 5 yrs
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