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FELIX - FrontEnd LInk eXchange
FELIX: data/signal/message routing from/to FE 
• Router between FE serial links and 

commercial network
• Data transport decoupled from data 

processing 
• Get and distribute TTC (Timing, Trigger 

and Control) signals
• GBT-mode configurable e-links
• Detector independent
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FELIX Software
• Each FELIX server hosts up to two FELIX 

cards and one NIC.
• Low level software has been developed for 

basic configuration and monitoring.

• High level software has been developed for 
data taking and channel monitoring.

More information is available on FELIX website:
https://atlas-project-felix.web.cern.ch/atlas-project

-felix/
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FELIX software development

https://atlas-project-felix.web.cern.ch/atlas-project-felix/
https://atlas-project-felix.web.cern.ch/atlas-project-felix/


FELIX Hardware FLX-712
FLX-712 hardware

• Xilinx Ultrascale FPGA

• 24/48 duplex optical fibers for FE

• PCIe Gen3 x 16 lanes

FELIX firmware supports both of GBT mode and Full mode
• GBT mode

• Firmware to interface FELIX to GBTx ASICs

• GBTx = radiation hard chip aggregating FE electrical links, coupled 
to optical transceiver

• GBT = protocol used by the GBTx

• One link (4.8 Gb/s) divided into several e-links

• Up to 24 GBT links per FLX-712

• Full Mode
• Firmware to interface the FELIX to other FPGA-base systems

• Up to 24 channels per FLX-712, 9.6 Gb/s each 
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Picture of FLX-712

Block diagram of FLX-712 firmware



FLX-712 for ATLAS Phase-I Upgrade
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FLX-712 for sPHENIX DAQ
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• All three sPHENIX tracking 
detectors use streaming 
readout

• Completed construction of 
sPHENIX FELIX DAQ 
interface (~50)

Architecture of sPHENIX streaming DAQ

Data Flow

MVTX RU

INTT ROC

TPC FEE



Requirements from ATLAS for HL-LHC
● FELIX will be used for ATLAS detector Readout system in 

Phase-II
○ To receive event data from detector front-end links
○ To relay Timing, Trigger and Control (TTC) 

information from the Phase-II TTC system to 
on-detector electronics

● Requirements for FELIX
○ ~12 k uplinks for Phase-II Readout system 
○ Link speeds: from 2.5 Gb/s to 25 Gb/s
○ 24 channels for majority application, 48 channels are 

preferred for LAr LTDB and some NSW sectors
○ PCIe Gen4 (at least) for data output
○ Electrical connection for trigger signal 

● A new FELIX with advanced FPGA is being developed to 
meet high throughput requirements
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Target FPGA
● FPGA: Xilinx Versal Prime XCVM1802-1MSEVSVA2197

○ ~900k LUTs, ~1.8M FF 
○ GTY Transceivers

■ 44 transceivers in 11 Quads
■ Up to 26.5625 Gb/s for -1M devices
■ 4 x PCIe Gen4 x8 end-points

● PCIe Architecture
○ PL Blocks for PCIe 

■ PCIe Gen4, up to 8 GT lanes concurrently active
■ Soft IP subsystems available
■ Easiest migration for legacy designs

○ CPM Block for PCIe and CCIX
■ Up to Gen4 x16 link or two Gen4 x8 links
■ Two hardened ports for PCIe
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Pre-Prototype: FLX-181
FPGA: Xilinx Versal Prime XCVM1802-1MSEVSVA2197 ES

● High speed optical links
○ 12 x FE-Links: 1 pair of Samtec FireFly 14 Gb/s 12-ch 

modules 
○ 16 x GTY links @ 25 Gb/s on FMC+

● Dual PCIe Gen4 x8, up to 256 GT/s 
○ 16 x GTY links

● 3 x Mini-UDIMM DDR4 modules
○ Accessible by both PL and PS through NoC

● FMC+ mezzanine card
○ 34 x differential pairs from XPIO banks
○ 16 x GTY links

● Peripherals:
○ Micro SD 3.0 and QSPI Flash for system boot
○ USB - I2C/UART
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Photo of assembled FLX-181



Status of FLX-181
Hardware

• Three boards have been produced for firmware development
• One is being used for ATLAS firmware development at Nikhef
• One is being used for DUNE firmware development at CERN
• One is kept at BNL for hardware and firmware development

Firmware

• Different firmware flavours have been developed
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Photo of FLX-181 with 
25Gbps FireFly FMC+



Prototype: FLX-182
FPGA: Xilinx Versal Prime XCVM1802-1MSEVSVA2197 
production device 

● PCIe Gen4 x16: PL and CPM compatible
● 24 FireFly links with 3 possible configurations

○ 24 links @25 Gb/s
○ 24 links @10 Gb/s (CERN-B-Y12)
○ 12 links @25 Gb/s + 12 links @10 Gb/s

● 4 FireFly links with 2 possible configurations
○ LTI interface
○ 100GbE

● Electrical signals on front panel
○ 3 inputs and 3 outputs

● 1 DDR4 Mini-UDIMM
● USB-JTAG/USB-UART

11

Block diagram of FLX-182



Architecture and Interfaces
● PCIe Gen 4 x 16 lanes
● Transceiver 

○ Transceiver Type: Samtec FireFly transceiver
○ Transceiver Speed: up to 10 Gb/s (“CERN-B”) or 25 Gb/s

● Number of Optical Connectors per Card
○ At least 24 bi-directional connections to front-end electronics
○ A separate bi-directional connection to the TTC/BUSY system

● Configuration
○ Boot from JTAG/QSPI/SD card
○ Remote FPGA configuration from Multiple Flash Partitions

● DDR4/Flash Memory/SD card
● I2C
● External Electrical Interface
● Voltage Protection
● Temperature Protection
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Thermal Simulation
● Power estimate

○ FPGA: ~60W
○ Whole board: ~133W

● Heatsink
○ FPGA 

■ Passive or fan-sink
■ Temperature is below 70∘C @70W

○ FireFly
■ 14Gbps module: standard pin-fin heatsink
■ 25Gbps module: high performance pin-fin heatsink

● Geometric model for simulation with COMSOL
○ Main power-dissipating / air-flow conditioning components:
○ Power modules

■ VM1802 with heatsink
■ FireFly modules
■ DDR4 UDIMM w/ socket
■ Front Panel

●
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FLX-182 thermal simulation



FLX-182 Status
● Design passed FELIX review, will be sent out for fabrication in this week
● First assembled board is expected to be delivered in early September 2022
● 7 boards will be produced if there’s no big design issues, by December 2022
● Small production for more boards is possible once FPGA is available
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Plan for 48-ch FELIX
● FPGA: Versal Premium, e.g. VP1552
● Transceivers: Up to 100+ GTYP/GTM
● PCIe Gen 5 up to 16 lanes
● If FPGA is available as planned, design will start in Q1 of 2023, first board is expected to be 

available in Q3 2023.
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U.S. ATLAS TDAQ Phase II Upgrade 
Project Schedule
● Prototype firmware complete, July 2023
● Technical evaluation of FLX-182 and 48-ch prototype will be used in 

coordination with detector requirements to determine the best design 
candidate for production, ATLAS PDR Follow-up, August 2023

● The selected design will be review in Felix FDR, October 2023
● Pre-production ready, December 2024
● Production complete, May 2025
● DOE CD-4 complete, December 2028
● U.S. ATLAS project CD-4 complete, Q1 FY 2031
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FELIX Technical Support
Technical support will be provided through the HL-LHC operation
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Outside of ATLAS
● FELIX is a generic platform for high throughput readout

○ Integration of hardware, firmware and software
○ Both firmware and software are open source development
○ Official technical support will be available in 2030s

● Collaboration outside of ATLAS is welcome
○ FLX-712 is being used for DAQ systems in sPHENIX@BNL, CBM@GSI,  

NA62@CERN, ProtoDUNE@CERN
○ And several smaller scale testbeam experiments
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Backup



ATLAS TDAQ Upgrade for HL-LHC
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Architecture of TDAQ

FELIX:
• 639 FLX cards for HL-LHC 
• Distribute trigger & command signals to the Front-Ends
• Transmits the full detector data up to the Data Handlers

Data Handlers:
• Receives the data from FELIX servers over the network at 1 MHz
• Performs data formatting and send data fragments to the Dataflow 

system
Dataflow:

• Event Builder builds event records and manages the storage 
volume of the Storage Handler system

• Storage Handler buffers event data before and during processing 
by the Event Filter

• Event Aggregator collects, formats and transfers the output to 
CERN permanent storage
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• Trigger rate: 1MHz
• Data rate: 5.2TB/s
• 17093 optical links from detectors

5.2TB/s 
@1MHz

60GB/s 
@10kHz2.6TB/s



FLX-182 Firmware
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Block diagram of firmware architecture



Firmware Flavors for Phase II

23



FPGA Resources Estimate for Phase II
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