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STAR Trigger / DAQ

Jeff Landgraf

1. Overview of STAR DAQ |
2. Elements (Potentially) Applicable to EPIC
* Operating modes
* Organization.and Extension Scheme
* Data Format
* Run Control
e System Administration

° QA
* Monitoring
* lLogging
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The STAR
Collaboration at RHIC

STAR is:
753 collaborators
70 institutions / 14 countries

RHIC collides protons, gold
and anything in between.

Maximum energy:
200 GeV / nucleon
500 GeV for protons

Heavy lon & Polarized Proton
Programs
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Proton / Proton 500GeV (2017)

& I s I = = Taigger fates for all detectors forfill 99903 s ] [ I I~
3 3 3 b} 3 3 2 2 3 2 3 2 2 3 3 2 3 2
700 L 5.8 i L-JER OGN O OO AN DO N OSONG  ONOEL SN MO - OO s
2 . LR L T W S N
prcf " - o o oo ofad o of sl ef o of o4 ~§ B P
& 5 B B B B & B 55 55 By 35 3y 28 3. 3 35 25
e - S8 SE S5 SR 83 RN T T S S SR ol
a0 [ |22 B, b B @ W s

EREEUENE

| I P P o Y e e e o O o it P I i B R B R R R R E R EEEE EEREERE R

SR HHHTER T U BT

§

85/21/17 89:08
85/21/17 09:30
85/21/17 10:00
85/21/17 10:38
05/21/17 11:00
85/21/17 11:38
85/21/17 12:00
85/21/17 12:38
85/21/17 13:00
85/21/17 13:30
85/21/17 14:688

85/21/17 68:00
85/21/17 88:30

- Short Fills

- Lowish Rates
- Simple Trigger
- Few failures
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: - Complex Trigger

- Radiation Issues
* Detector Failures
* Detector Omission
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The Trigger Detectors:

Barrel Electromagnetic Calorimeter
(BEMC)
. Forward Meson
Time of Flight ‘ —r, Spectrometer

(TOF) - | | NS T T/ (FMS) Zero-Degree

{ . - Beam-Beam n, .
A Calonmeter

< ‘ ounter ‘
Forward Pion ' A y ¢ X A\ — ' B (ZDC East)

, S Y X \ (BBC East)
Detector : , et ' \

(FPD West)

% Beam-Beam
/l_‘ll“l)k";'-'k\‘ h Counter
Calonmeter (BBC West)
(ZDC West) ! | 1 Endcap Electromagnetic Calorimeter
' (EEMC)

Vertex Position Detectors
(VPD)

Trigger detectors are capable of reading out every bunch crossing!
- Some read out all of their data each bunch crossing (ZDC, BBC, EPD, VPD...)
- Others read out a useful portion of their data each bunch crossing (EMC's, TOF)




Getting The 128 Bits
To the TCU (The DSM/ QT Tree):
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Getting The 128 Bits
To the TCU (The DSM/ QT Tree):

- DSM are programmable FPGA based boards with
128 inputs bits and 32 bits outputs.

- The QT have a similar role, but can handle some
analog input data.

- They receive the data directly from the electronics
Of the various trigger detectors.

- They are arranged in 3 layers, and the boards
within a layer have no information from
the other boards in the same layer.

- They can have different code running each time
A run is configured, so we have a protocol
To group the firmware with along with appropriate
Labels in the run control software.

- The DSM crates are connected to a computer
called L2 using a custom network called STP.
L2 gathers the data from all of the DMS/QT boards
And ships it to DAQ.
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The Brains of the LO Trigger (Trigger Control Unit):

128 Input Bits From

Trigger Detectors

16 Busy Signals
From Detectors

TCU

20 bits to the DAQ
detectors

(+16 bits specifying
which detectors)

Note: 1.7usec latency!

UPC-Jpsi-zdc condition 0 toggle enabled =
MTD_thl BBC-TAC BEMC_HiTwrth0 revtick-1 FMSsmall-852 m:
MTD_th2 BEMC_HiTwrthl revtick-2 FMSzmall-B52 Lazerfire
RP_ET BEMC_HiTwrth2 revtick-2 FMSzmell-gS1 Lazerlamp
TOF-UPC EPD-TAC BEMC_HiTw4-th2 revtick-4 FMSlarge-B52 Laser-diode
TOFmuk0 EPD-E BEMC_HiTwrthd Yellow filled FMSlarge-B52
TOFmukl EPD-W Unused GUNKAT-1 FMSlarge-BS1 —
DC-TAC Unused Blueilled FMS-DiBs
TOFmuk2 Unused GUNKAT-2 FMS-P2
MTDL-T-Cozmic DC-W Unuzsed OUNKAT-4 FMS-P1
TOFsector0_2 IDC-EW _ GUNKAT-5 FMS-PO
TOFsectorl_4 Minimum-Bias Unused TTUN-O FMS-Dijet
TOFsector2 5 Preceded Unused EPD-CR-Trigger Unused
RP_T VPD-TACZ Unused TTUN-2 Unused
RP_EOR YPD-TAC EEMC_HiTwrth0 TTUN-2 Unused
RP_WOR VPD-E EEMC_HiTwrthl TTUN-& Unused Zero-bias
MTD-Cosmic VYPD-W unused TTUN-S Unused Rendom
UPC-Jpsi-zdc condition 1 toggle enabled
MTD_thl BEC-TAC BEMC_HiTwrth0 revtick-1 FMSsmell-B52 m
MTD_th2 BEMC_HiTwrthl revtick-2 FMSsmell-B52 Laserfire
RP_ET BEMC_HiTwrth2 revtick-3 FMSsmall-851 Laserlomp
TOF-UPC EPD-TAC BEMC_HiTw4-th2 revtick-4 FMSlarge-B52 Laser-diode
TOFmuhko EFD-E BEMC_HiTwrthd Yellow Hilled FMSlarge-B52
TOFmukl EPD-W Unused OLNKAT-1 FMSlarge-851
ZDC-TAC Unused Bluefilled FMS-Dies
TOFmuk2 IDCE Unused GUNKAT-2 FMS-P2
MTD1-T-Cozmic Unused OUNKAT-4 FMS-|P1
TOFsector)_3 IDC-EW — OUNKAT-S FMS-PO |
I0E 1.4 M Rias Uoused TTLN-O EMS-Dilet hesd
< il | ]

i Cancel H

Ok

I




The Configuration File:

- The TCU supports up to 64 independent triggers running at the same time
- The concept of a trigger in STAR requires that ALL of the conditions LO /L1 /L2 and HLT
be fully specified.
- Rates are specified by a single prescale for every run, but that prescale can be specified by a program.

production _isobar 2018 (on rts02.starp.bnl.gov)

CFG.TRG_SETUP -
triggers idx | used| id name | detectors | definition | L1 L2 ' L4 stream | plot grp | extra | ps
| Separp 10 | [ |600711  |UPCYPsi ) lcustom  |+(TOFmult..|accept  |accept  |accept  |lupc  |UPC  |.. [Expected...| ||
[ dataStreamNames |, v] 600712 |UPCpsizdc |custom +(ZDC-E,E..Jaccept  |accept  |laccept  |upc lupc [Expected...
_ plotGroupNames |2 ‘ | ] ‘ ‘ : ‘ T T [ I | |
labels |13 T ‘ [ ‘ ‘
| _contaminationDef |- T T : 1 = =
T ey | | |
e O] J | |
7 | W] 1 | i [ | | [ |
8 | lal "600003 jvpdmb jcustom |+{ZDC-TA... |accept |2-emc-ped accept |physics [MB |Expected...
o | @ [10 vpdmb-hit none [+{ZDC-TA... |accept accept [14_hitgoo... |physics MON Je= |
10 | ¥ 1600031 |vpdmb-30 lcustom |+(vPDTA... |accept |I2-emc-ped ‘accept physics |MBe Expected...
11 [ [ i600042 'vpdmb-BO-hIt Inone V§+(VPD-TA...V 'accept "accept '[d”hitgoo... ‘physics :MB -
12 [v] ‘;'13 tvpdmb-BO-itpc jnone E+(VPD-TA... :accept ]TPC_data taccept jitpc |MB
13 | W | \ ‘ \
e | O | ' ? ' | i
15 | [« ;600231 |bht1-vpd30 |custom f+(VPD-TA... laccept ‘;accept 'accept |f HF |Expected...
he | @ 1600232 :bhtl-vpdloo :custom l+(ZDC-TA... :accept Eaccept :accept jhf :HF :Expected... A
17 | vl 600213 bht2 \custom [+{BEMC_H...|accept |accept accept hf HF Expected...
18 | [J \ \ \ ‘
19 | v 600214 bht242gamma lcustom |+(BEMC H...|accept _[I2-btow-g... jaccept HF l..  [Expected...
20 | sl | \ \ \
?L | ;5_?600601 |dimuon lcustom T+(l~-17TI:JV_tI'1J 7:@pt '\accept 'accept |mtd [MTD lEﬁxﬁpected...r
22 [ O | , l 1, . |
23 | _ 1 | | 1 ) )
24 | L] | | | | |
125 | Wl | | { | | ! !
j26 b |27 :epd test E+(EPD-TA‘.. accept |accept laccept |physics  |MON :Expected...'
27 | vl |28 |epd-west test [+(EPD-W) ... :@pt }aﬂept 'accept singles MON Expected... '
28 | [v] |20 epd-east test |+({EPD-E) ...Jaccept \accept accept singles MON Expected... |
20 | [« ;30 lbbc-west test |+(BBCW) ... 'accept ?accept 'accept Asing!es [MON ‘Expected...
:30 | [v] }'31 :bbc-east Ttest E+(EIBC-E) ...:accept jaccept ?accept :singles [MON :Expected...'
31 | ¥ [32 |BBCW-notBBCE-ZDCW-lowTOF [test |+(BBC-W.... |accept  |accept  accept 7>§ingﬁlesi:MON | |Expected...
32 | vl 33 |BBCE-notBBCW-ZDCE-lowTOF test I+(BBC-E.Z...laccept laccept :accept singles  IMON Expected...| |~

status: [move] ctrlto copy



After the TCU decides to trigger an event:

| |
| |
20 Bits \“
Trigger Info 20 Bits
TCU Trigger Info
16 Bits I TCD | Detectors
Which TCD 1

The Trigger Info is:

12 Bits Token. A unique identifier for the event until
the all of it's components can be assembled.

4 Bits Trigger command (laser / pulser / configuration evt/ physics)
4 Bits DAQ command (read raw)

*** The detectors have no information as to what trigger fired!



Not So Random Detector Example (TPX — the outer part of the TPC):

- 96 RDQO’s contain a fiber back to
TPX DET computer.

-18 FEE’s / RDO
- Black Event ~50MB

- The fee’'s use ALICE’s ALTRO chip
* digitization
* pedestal subtraction
* tail cancellation
* zero suppression

CJ Cﬂ%ﬂ%@t—! STA'R TPCREE 2006
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- Electronics alone reduces event
Size to about 2-12MB

|
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- 36 TPX DET computers perform
2 dimensional cluster finding to

Reduce data volume down to
.25 — 2 MB/event.
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The Event Building Network:

* The computers that receive the data from
The detector fibers are called DETS. There
Are roughly 75 DET computers.

* The event builders consists of 14
computers. Each containing 10-24 TB
of buffer disk.

* The event building network is a hybrid of
Gb and 10Gb ethernet. The Event Builders
and HLT computers are on 10Gb ports.

The DETS use Gb ethernet, though the
Switches have 10Gb uploads to the event
Builders

* The HLT trigger is on
A separate 10Gb network along with the
Event Builders. The EVBs send fully
Assembled events to HLT, and receive
An appropriate trigger decision.

* The aggregate bandwidth of the system
|s about 2000MB / second.

* Completed events are shipped to a tape robot
system called HPSS.




Monitoring / QA / Databases:

I 572R DAQ Monitoring X  +

&

s

15:04:48 ' 1
14:35:20
14:35:06
14:35:05
)4:35:04
14:34:58
)4:34:57
)4:34:51
4:34:07

c

to
. Now

ime |#) Node_Severiy| Task | Sourcettine

dagman
tof01
tof01
tof01
tof01
tof01
tof01
tof01
rts02

@ https;//onlinestarbnl.gov/dag/export/dag/ i

RUNNING [to RCF]

In progress...

e R 18 8 S Famlre

Live: Run #20024009 (running for 1024 seconds)

20024009

No beam in RHIC
Physics OFF (25805358m) |

gmt-cosmic 73563 117 73573 115 125 2% 170 170

Cosmicl openangle 40215 50

402

Cosmic2 openangle 80425 119 804
42653 50 59 2% 42622 0

Cosmic3 openangle 42640 48

MBI HBIs
State Dead cPu Evis m Ey

I0F  RUNNING 1%
BTOW READY 0% |0%
Trigger RUNNING 0 % «—v}:

14
X RUNNING 3 %

%
MTD RU 13
MiD INNING 1 %

%

13
GMT  RUNNING 1% 13

220117
0

220042

220184

220042

73595

28 47 61 3% 401590 0
37 114 116 4% 80381 0

evh
291 0.9 atlfl

0 o (0.0 |0 0 evb03
0 30507 0 0 exbos
evb05

1 332167.7 0 242 | evb0é
evh07

0 30403 0 0 evb08
evb09

0 97 123 0 2 evb10

YL RUNNING 0% 0% 0/153898 4 219351.8 0 352 | evbil

OPERATOR ' handler | handler.C:#1674

OPERATOR |tofMain | tof.C:£548
OPERATOR |tofMain | tof.C:#472
OPERATOR |tofMain  tof.C:2411
OPERATOR | tofMain | tof.C:#548
OPERATOR |tofMain | tof.C:#411
OPERATOR |tofMain | tof.C:#548
OPERATOR | tofMain tof.C:#411

OPERATOR | rc Rekctions.java: £718

Got the run stop request for run £20023012
TOF: autoe recovery done.
TOF: powercycling tray 62, wait 13 seconds...

TOF: tray # in error: 62 -- auto-recovery, wait 6 seconds...

TOF: auto recovery done.

TOF: tray # in error: 62 -- auto-recovery, wait § seconds... |

TOF: auto recovery done.

TOF: tray £ in error: 62 -- auto-recovery, wait § seconds...

sl
- [T eecs
F | custers
10000] o ‘-"_:"
3 | i i F P
£ i i F 25000f
NI 1)) P - =
”:_ i F H 1] 15000
F - i
e =y Lk
% %
e https//onlinestarbnlgov/RTS/2 X 4 = o X
& » C @ https://online.star.bnl.gov/RTS/2018/newphp/calendar.php# QU % % e : |

| Year Summary

elect configuration type: i StartTime
oduction ( ) R j Ico lock :1(

Select Configuration file:

?2 17
316)

RUNNIN: December, 2018 0023049 / s
S . ails)/ (R :

3 B 5
337433803
9
(3434(344] 349 |

10 15 ¢

sfi7 18] 19f20] 21|22
(3504351 4(352)}(353)(354)(3554(356 '
23J2asfas|as|ar]as]| 29
3574358 )(3594(360)4(361 §(362 (363




Full (Color Coded) Trigger/DAQ Data Flow:

Trigger Detectors

Detectors RCC RCC

DSM CPU

I
~

Run Control
User Interface

Monitoring
(Web Pages)

Display

- Run Control
Jevp Plots SiEmeliEl Event Pool
(Web Pages) Monitoring vent roo
Server
L2 QA _ L4 Event
(Web Pages) Logging Pool
Server /
Run Log L2 QA
(Web Pages)
Database
L3 Event Server(s)




RHIC Clock vs Local Clock Running

Detectors

DSM CPU

STAR 2> b |

* The RCC board accepts the clock from the
V124

* This RCC can either use the V124 clock or a
local-oscillator

* Used for debugging when no clock available
and for cosmics

Detectors

EPIC D>

* We should build a local oscillator mode into
the timing system




Stand-Alone Running Modes

STAR =2

There is a separate TCD for each detector
The TCD’s have a stand alone mode where a
local oscillator is used for the clock and
triggers are issued via software or a web
interface

This gives full local debugging of the full
DAQ electronics chain, without needing the
trigger system, and without impacting
ongoing beam operations.

Data format supports independent files
without effort

EPIC =

Similar emulation can and should be
implemented in the readout computer. All
timing input to the DAM board should have
the capability of being set via software in
emulated mode

From the DAQ electronics perspective there
is no distinction from regular running

The natural independence of a streaming
DAQ would make this difficult to break!

TCD

TCD CPU

Detectors




TCD Only Runs...

STAR - TCD

EPIC >

There is similar capability to bypass the
trigger using TCD-ONLY runs. In this case
the TCD CPU emulates the trigger including
multiple defined triggers, trigger rates,
detector mixes and the like. The full DAQ
chain is run via run control and including
QA, high level triggers, and normal storage
to HPSS

All trigger nodes are bypassed

Dummy trigger databanks are built
Frequently use this mode for debugging and
for noise check runs and for detector
pedestal runs.

TCD CPU

I’'m not sure there is a close analog in EPIC

Detectors




Trigger Only Runs...

Tigeer M DSWOT B Tcu

Detectors REe@ REE

™

\
STAR =

 DAQ components can simply be removed
from the Run Control. Data is saved locally
on trigger computers

* Trigger Pedestal runs



Organization and Detector Extension

The common elements of the readout
Are the DETs and the EVBs

The DETs have numerous detector specific struct iecp2k { -
. . . u_int words; // words of the bank to follow (not including this header
Functions, but The interface to EVB is u_short srcNode;  // source node
. u_short dstNode;  // destination node
uniform: u_char srcTask;
u_char dstTask;
u_short token;
. H u_char cmd;
* TCP/IP push using iccp2k header Ryt
e Data Sh|pped in SFS data f||e format u_short payload_words; // Number of words of payload.

b

e SFS path provided according to source node
* Routing from DET to EVB handled according to static mapping of token <-> EVB
* Flow control handled by speed factor for each EVB used to construct token map

In practice, EVBs contain significant detector specific processing but this is modularized in
trigger algorithms, format checkers. In order to incorporate a new detector the mapping
from the srcNode to the path is the only code that needs to be added.



Data File Format: SFS File System

, Ixxx/xxx/yyy | /xxx/xxx/ is the “directory part”
type = “FILE VYy is the “file” part

byte_order = 0x04030201 absolute path

Properties:

* Data banks are specified by an arbitrary linux-like file
path, data in the form of a file
* Thereis a linux filesystem like interface
» Official DAQ Reader for each detector navigates to
appropriate bank by path
e Data writing files can be “streamed”
* No need to change earlier data (sizes for example)
beyond current record while writing
* Files can be appended and maintain valid files
* Files can be separated and maintain valid files (on
absolute paths)

’ XXX/XXX the previous entry
name.... 0 length the name of this file 1s used to reset the
name (continued)....

“previous entry”, but contains no data

* One doesn’t know for certain when a directory is finished being added, so in practice | add
the rule that a change of the base directory closes that directory.




Run Control / Configuration

* Run Control Handler is a server maintaining states

* Run Control is a java client users use to start/stop runs and access states and configuration

* Configuration Manager is the same application without the control features

* Clients follow simple ethernet protocol (or inherit from class demanding a handful of
member functions: “Start Run”, “Stop Run”, “Send Config”, “Force Stop”, “Reboot”)

e XML configuration file

* Mysqgl relational DB for “old” parameters

* Mongo object DB for “all” parameters

 Mongo DB records, and XML files, and the bulk of the Configuration GUI are generated via
Java’s “reflection” classes directly from the java configuration file definition.

Run Control - Ready (on rts02.starp.bnl.gov)

Actions Reboot Help
Config Directory: /home/evpops/config/dag
Run Configuration: production_pp500 2022
Run Number: 23264005

Start Run...

= tof(1]

= la[14]
= larz71
= fpsi1]

= la[15]
= lacal
= fps[2]

& EVBI3]

tpx[3]
= tpxi16]
= tpxi26]

= la[3]
= |4[16]
= lakvp

@ EvBia]

= tpxla]
= tpxi171
= tpx[30]

@ EVALS]

= tpx[s]
= tpx[16]
= tpx[31]

= la[s]

& EVBI6] @ EVBI7]

@ EVBIS) W EVBI9]

px(19] | = tpxi20]
px32] | = tpx33)

- |a[6]
= la[19]

= tpx(7]

= 1a[71
= |a[20]

= tpxla]

= tpxi21] | = tpxl22]
= tpx[34] | = tpx(3s]

= lalal
= la[21]

= tpx[9]

= lafs]
= la[22]

Trigger Name

Enabled

P2
IpSi*HTTP
EPDTAC

RIS SIS SIS SIS IS S ST S IS

|a
|

|

|

l

|
v
B

Stop Run

Show Component Tree...

Edit Configuration...

Copy Configuration...

Delete Configuration...

Log Debug Information...




System Administration

* We use PXE boot from static NFS disk images for all DETs and EVBs
* Originally based upon SL4’s “livecd” features, but these features lost support
* | now maintain a set of (not quite) turnkey scripts of my own to build images from
virtual machine linux installations
e System disk uses AUFS which does limit my kernel choices
* Have plans to update the union filesystem when | next upgrade Linux versions
 Machine configuration is done in several steps
* |P addresses and names come from the statically defined DHCP entries
* Grub configuration based on these names define boot parameters which include
an “etc directory” path for each type of computer which is copied over the static
etc directory built into the images before linux boot
e Ethernet configuration (of the non-boot interfaces) is done from a master file so
| can access it from one place.
e A user script running at the end of the systemd boot process
* Has worked well thus far... | don’t know if | save time in the end, but the time | spend
is during shutdowns, not during runs, and all machines are setup the same.



Online QA

Maintain 2 separate but nearly identical QA systems, one based on the HLT results and
one developed on direct detector data

Maintain a pool of data accumulating at ~10-20hz(500hz). This data is stored for
approximately 2-3 weeks and rolled over as data accumulates. Data mix is defined in
run control by trigger.

JevpBuilders are defined by detector groups. These create the histograms using root. |
force a wrapper “JevpPlot” class to be used because of root’s association between
histograms, canvas’s and global parameters for various display features. The
JevpBuilders can be run stand-alone to produce pdf files&root files for development,
debugging, and sometimes analysis.

A production server calls each of the JevpBuilders and periodically writes all plots to a
large ceph filesystem accessible to the web.

Javascript/PHP display for all histograms.



