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• A taste of our experimental knowledge of g1

• As time permits . . .

Factorization and Evolution in More Detail

A. Factorization in DIS

B. DIS at one loop

C. (DGLAP) Evolution

Appendix: Factorization in hadron-hadron scattering
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• Measurement of g1
(Proton and deuteron, from various experiments)
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FIG. 11: HERMES results on gp
1 and gd

1 vs x, shown on
separate panels, compared to data from SMC [23, 25, 86],
E143 [26], E155 [27, 28], and COMPASS [30], in the HER-
MES x-range. Error bars represent the sum in quadrature
of statistical and systematic uncertainties. The HERMES
data points shown are statistically correlated (cf. Fig. 8) by
unfolding QED radiative and detector smearing effects; the
statistical uncertainties shown are obtained from only the di-
agonal elements of the covariance matrix. The E143 and E155
data points are correlated through QED radiative corrections.
The E155 points have been averaged over their Q2 bins for
visibility. For the HERMES data the closed (open) symbols
represent values derived by selecting events with Q2 > 1 GeV2

(Q2 < 1 GeV2).

The systematic uncertainties for the integrals are deter-
mined analogously to the above described case of struc-
ture functions. The correlations between systematic un-

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

10
-2

10
-1

1x  

xg
1

         p

         d

Q2< 1 GeV2  Q2> 1 GeV2

FIG. 12: HERMES results for xg1 vs x for the proton and the
deuteron. Error bars represent statistical uncertainties of the
data (from the diagonal elements of the covariance matrix)
combined quadratically with those from Monte Carlo statis-
tics. The upper and lower error bands represent the total
systematic uncertainties for the proton and deuteron, respec-
tively. The deuteron data points have been slightly shifted in
x for visibility. The closed (open) symbols represent values
derived by selecting events with Q2 > 1 GeV2 (Q2 < 1 GeV2).

certainties of gp
1 and gd

1 were taken into account in the
calculation of the systematic uncertainty for gn

1 and gNS
1 .

The integrals for gp
1 , gd

1 , gn
1 , and gNS

1 , calculated at
Q2

0 = 2.5 and 5 GeV2, are given in Tab. VI together
with the statistical, systematic and evolution uncertain-
ties. They are shown for the x range 0.021 ≤ x ≤ 0.9,
corresponding to the event selection Q2 ≥ 1 GeV2. (For
x > 0.0568 the integrals over the regions A, B and C in
Fig. 4 were calculated separately, found to be consistent,
and then averaged.) The precision of the integrals given
in Tab. VI is less affected by the unfolding procedure
since all inter-bin correlations from the unfolding proce-
dure are taken into account. The statistical uncertainty
is smaller by about 25% compared to the case when only
diagonal elements of the covariance matrices are consid-
ered. Note that the error bars displayed in Figs. 11 to
15 are derived only from the diagonal elements of the
covariance matrix, and the data points are statistically
correlated. The individual contributions to the system-
atic uncertainties are displayed in Tab. VII. The system-
atic uncertainty is dominated by the uncertainty on the
polarization measurements.

A comparison of the integrals over the common mea-
sured x range shows agreement with E143, as seen in
Tab. VIII. Comparisons with E155, SMC and E142 also
show good agreement within uncertainties. SMC and
E143 used the hypothesis that g1/F1 is independent of
Q2 to perform the evolution to a common Q2, while E142
used the hypothesis of Q2-independence of A1 and E155
used QCD fits. HERMES and E143 have almost identical

• Unified figure from Hermes Collaboration: Phys.Rev.D 75
(2007) 012007 e-Print: hep-ex/0609039 [hep-ex]
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• A focus of spin physics: the Bjorken Sum Rule:

∫ 1
0 dξ

(

g
p
1(ξ,Q)− gn1 (ξ,Q)

)

=
1

6
gA (1 +O(αs(Q))

– g
p,n
1 on LHS from parton distributions ∆fa/n,p for u, d,
s, ∆g . . . , but we expect s and g parts to cancel in the
“non-singlet” difference – only ∆u and ∆d left.

– RHS from neutron beta decay, n→ p+ e+ ν̄e with QCD
corrections from factorization (the Ca for g1s).

– Fairly well confirmed by experiment, although there seems
to be a need of contributions from x too small to be mea-
sured by experiments so far (we’ll probably have to wait for
the EIC).
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– The Bjorken sum rule is considered a firm prediction of
QCD as we understand it. Analogous relations for g

p,n
1

separately require more knowledge of ∆g, ∆s etc. Clas-
sic predictions are from Ellis-Jaffe sum rules, which require
input from hyperon (Λ, Σ) decays – applications require
further assumptions, less well understood.

– Historically, working backwards from g1 measurements us-
ing hyperon decay information suggested that ∆u and ∆d
were much less that 1 – often referred to as “spin crisis”. By
now new measurements, lattice results and interpretation
suggest a more balanced sharing of spin between quarks,
gluons and orbital angular momentum.

– Understanding orbital angular momentum requires going
beyond collinear PDFs . . .
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– From these and other data, recent fits (DSSV and NNPDF,
shown in de Florian et al., Phys.Rev.D 100 (2019) 11,
114027 e-Print: 1902.10548 [hep-ph])
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FIG. 1: The ensemble of replicas (dotted blue lines) for the
NLO gluon helicity density ∆g(x,Q2) at Q2 = 10GeV2 shown
along with its statistical average (solid blue line) and vari-
ance (dot-dashed blue lines). The corresponding results from
the DSSV14 fit (black lines) and the NNPDFpol1.1 analysis
(green lines) are shown for comparison; see text.

This is a nontrivial, and perhaps even unexpected result
in view of the large tolerances ∆χ2 of the order of 10 to
15 units that are allowed for in the uncertainty estimates
for DSSV14 based on Lagrange multipliers. Of course,
the Monte Carlo replicas and, hence, their correspond-
ing 1-σ variance, are designed to effectively cope with
neglected uncertainties, like those related to theoretical
approximations and assumptions, that are not accounted
in the effective χ2 function and which also cause the large
tolerances adopted in the Lagrange multiplier method.

As a further comparison, Fig. 1 also incorporates the
results (green lines) from the NNPDFpol1.1 analysis
[6] which is based on a Monte Carlo sampling of spin-
dependent DIS data and a largely unbiased interpolation
of the x-dependence of helicity PDFs by a neural net-
work. It also includes information on inclusive jet and
W -boson production from RHIC, but neither SIDIS data
nor spin asymmetries for inclusive neutral pion produc-
tion at RHIC are used so far, both of which play an
important role in the DSSV14 global analysis. Never-
theless, the results are very much compatible and show
a remarkable agreement for both the central values and
uncertainty estimates in the x-range constrained by jet
and DIS data. At lower values of x, the uncertainties
in ∆g(x, Q2) are largest for the NNPDFpol1.1 analysis.
This observation can be explained at least in part by
the missing information from neutral pion production at
RHIC, which constrains ∆g down to somewhat lower val-
ues of x than jet data alone [5].

Similar observations can be made about the quark and
antiquark helicity distributions, which can be found in
Fig. 2. As in Fig. 1, we show the newly obtained en-
sembles of replicas for ∆u + ∆ū and ∆d + ∆d̄ (left-hand

panels) and ∆ū, ∆d̄, ∆s̄ ≡ ∆s (right-hand panels), their
statistical averages and variances. Again, for compari-
son, results stemming from the analyses by DSSV14 and
NNPDFpol1.1 are presented as well.

As can be inferred from the left-hand panels, the flavor
combination ∆u + ∆ū in particular, but also ∆d + ∆d̄,
both of which are probed by DIS data, exhibit the small-
est uncertainties of all helicity densities. Most of the
replicas are closely concentrated around their average in
the medium-to-large x region where the valence quark
contributions to ∆q + ∆q̄, q = u, d, are dominant. Here,
the relative errors amount to about 5% and 20% for
∆u + ∆ū and ∆d + ∆d̄, respectively. The dispersions of
replicas become more pronounced for smaller momentum
fractions, where sea quarks rule, with relative uncertain-
ties increasing to about 100%, which is still significantly
smaller than for ∆g shown in Fig. 1. In general, the con-
straints on the sea quark distributions are rather weak
in the entire range of x probed by the data as can be
gathered from the right-hand panels of Fig. 2. They re-
ceive their constraints mainly from SIDIS data that are
less precise than fully inclusive measurements and suffer
from additional theoretical ambiguities from fragmenta-
tion functions.

As for ∆g, the agreement with the results from the
traditional global analysis of the DSSV group is very
good for all quark flavors both for the average, i.e., best
fit, and the uncertainty bands. Again, the latter are
obtained with the Lagrange multiplier method assum-
ing inflated tolerance criteria for ∆χ2. The results from
NNPDFpol1.1 compare less favorably to our results ex-
cept for ∆u + ∆ū and, perhaps, ∆d̄. However, here it
should be kept in mind that the NNPDF group so far
does not include any SIDIS data in their analysis. On
the other hand, they achieve some flavor discrimination
through reweighting their replicas with recent results on
W±-boson single-spin asymmetries from RHIC [29–31],
which are included neither in DSSV14 nor in the present
analysis. This likely explains the differences observed for
∆d+∆d̄ and ∆ū. Our results for ∆s are largely driven by
SIDIS data with observed charged kaons in the final-state
[5, 19, 24] while for NNPDFpol1.1 the only constraint is
derived from the baryonic semi-leptonic β-decay param-
eters, to which we turn next, which prefer a negative ∆s.

The often adopted constraints on the first moments
of the total quark helicity densities from baryonic semi-
leptonic β-decay parameters F and D, i.e., SU(2)
and SU(3) symmetry arguments, deserve some further
scrutiny and discussion. Clearly, violations of SU(3) sym-
metry are expected at some level; see, e.g., Refs. [32–
34] and references therein. Rather than imposing the
symmetry constraints at face value, deviations were al-
lowed and measured in terms of two additional fit pa-
rameters εSU(2) and εSU(3) in all previous DSSV analyses
[5, 19, 24]. More specifically, the F and D values were
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FIG. 2: Same as Fig. 1 but now showing our results for the quark and antiquark helicity PDFs at Q2 = 10GeV2 in comparison
to the analyses of DSSV14 and NNPDFpol1.1.

related to the first moments by

∆Σu − ∆Σd = (F + D) [1 + εSU(2)], (8)

∆Σu + ∆Σd − 2∆Σs = (3F − D) [1 + εSU(3)], (9)

where

∆Σf ≡
∫ 1

0

[
∆fi + ∆f̄i

]
(x, µ0) dx , (10)

with F + D = 1.269± 0.003 and 3F − D = 0.586± 0.031
(see, e.g., Ref. [35]) at the input scale µ0 = 1 GeV of
the DSSV analysis. Note that both relations (8) and
(9) are renormalization group invariants, i.e., are scale
independent. In practice, the free fit parameters εSU(2)

and εSU(3) substitute the normalizations Nu+ū and Nd+d̄

of the corresponding quark distributions in Eq. 1, which
otherwise could have been fixed by F and D.

Also in our present analysis, the two combinations (8)
and (9) including the F and D constants are taken as
two additional data points, i.e., are included in the effec-
tive χ2 function and shifted around their central values
as any other measurement when determining the ensem-
ble of data and PDF replicas. Consequently, each PDF
replica inherits its own values for εSU(2) and εSU(3) that

quantify the departure from SU(2) and SU(3) symmetry,
respectively.

Figure 3 illustrates the distribution of the two symme-
try breaking parameters for our ensemble of replicas. We
obtain εSU(2) = 0.000± 0.056 and εSU(3) = 0.000± 0.311.
The average values are compatible with zero, which
mostly reflects the fact that large departures from SU(3)
symmetry come with a penalty in χ2 in our approach.
Interestingly, the variances are somewhat larger than ex-
pected from the experimental uncertainties of the F +D
and 3F − D values alone, which shows the influence of
the DIS and, especially, the SIDIS data. In this way,
our ensemble of helicity PDFs replicas and, most impor-
tantly, any uncertainties for observables obtained with
them, explore a fairly wide range of symmetry breaking
possibilities. We note that in Ref. [36] a simultaneous
determination of helicity parton densities and fragmen-
tation function was performed, in which the values for
the triplet and octet axial charges were freely fitted. Our
replicas necessarily have a larger octet charge than that
found in [36], although their spread is not too different
from the uncertainty quoted there.
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A. Factorization in DIS

• Challenge: use AF in observables σ
(cross sections, also some amplitudes)
that are not infrared safe

• Possible if: σ has a short-distance subprocess.
Separate IR Safe from IR: this is factorization

• IR Safe part (short-distance) is calculable in pQCD

• Infrared part – example: parton distribution –
measureable and universal

• Infrared safety – insensitive to soft gluon emission
collinear rearrangements
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• For DIS, find a result . . .

• Just like Parton Model except in Parton Model
the infrared safe part is σLO ⇒ φ(x) normalized uniquely

• In pQCD must define parton distributions
more carefully: the factorization scheme

• Basic observation: virtual states are not truly frozen.
Some states fluctuate on scale 1/Q . . .

• Just like Parton Model except in Parton Model

the infrared safe part is σBorn ⇒ f(x) normalized uniquely

• In pQCD must define parton distributions

more carefully: the factorization scheme

• Basic observation: virtual states not truly frozen.

Some states fluctuate on scale 1/Q . . .

+

q
p p

< Q
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Short-lived states, which give ln(Q)Short-lived states ⇒ ln(Q)

p

 Q

p

<< Q

(collinear

  divergence)

(ln Q)

Long-lived states ⇒ Collinear Singularity (IR)• Longer-lived states ⇒ Collinear Singularity (IR)

• How we systematize to all orders in perturbation theory . . . a
taste of “all-orders” proofs in pQCD.
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• We can generalize to all IR singularities (logarithms).
“Rule”: only classical processes with on-shell particles.

S

S

Collinear lines

P

q q

P

A A*

soft lines

scattered
lines

J

• This is “Cut diagram notation”, representing the amplitude
and complex conjugate. Adding up all cut diagrams is the
same as summing diagrams of A and then taking |A|2.
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• Again, the “rule”: to produce a singularity, the on-shell lines
of a cut diagram have to tell a classical story.

S

S

Collinear lines

P

q q

P

A A*

soft lines

scattered
lines

J

• The classical story: h splits into collinear partons, then one
of them scatters, producing jets that recede at speed of light,
connected only by “infinite wavelength soft” quanta.
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• One more time: the structure of on-shell lines in an
arbitrary cut diagram. For massless partons, this is the only
kind of classical story DIS has to tell.

S

S

Collinear lines

P

q q

P

A A*

soft lines

scattered
lines

J

• “Soft collinear effective theory (SCET)” builds this structure
into calculations by isolating the parts of the full QCD La-
grangian that give S, J and the “scattered jet”. SCET or-
ganizes calculations that are equivalent to full QCD when
factorization applies.
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• Use of the optical theorem – relate the inclusive cut diagram
to forward scattering. No classical processes are possible,
because the scattered quarks must re-scatter, and all interac-
tions after the hard scattering collapse to a “short-distance”
function C, that depends only on xp and q:

S

S
P

q

J

!N

N

= Im

Cq q q

• All long-distance logs cancels because of the inclusive sum
over states. Soft gluons in S can’t see the “tiny” final state.
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• The partons on each side of the short distance functionC(p, q)
must have the same flavor and momentum fraction.

!

xp,axp,a

p p

Im

• Definition of parton distribution generates all the same long-
distance behavior left in the original diagrams (quark case)
after the sum over hadronic final states:

φa/h(x, µF ) =
∑

spins σ

∫ dy−

2π
e−ixp

+y− 〈p, σ|q̄(y−)γ+q(0)|p, σ〉

• This matrix element requires renormalization: thus the ‘µF ’.

• Here in A+ = 0 gauge – more generally with Wilson lines
(see I. Stewart lectures).
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• The result: factorized DIS

F
γh
2 (x,Q2) =

∫ 1
x dξ C

γq
2




x

ξ
,
Q

µR
,
µF

µR
, αs(µR)




× φq/h(ξ, µF , αs(µF ))

≡ Cγq2




x

ξ
,
Q

µR
,
µF

µR
, αs(µR)


⊗ φq/h(ξ, µF , αs(µF ))

• φq/h has ln(µF/ΛQCD) . . . with µF its independent
renormalization scale.

•C has ln(Q/µR), ln(µF/µR)
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• Often pick µR = µF and often pick µF = Q. So often see:

F
γh
2 (x,Q2) = C

γq
2




x

ξ
, αs(Q)


 ⊗ φq/h(ξ,Q2)

B. DIS at one loop

• But we still need to specify what we really
mean by factorization: scheme as well as scale.

• For this, compute F
γq
2 (x,Q), i.e. the hadron h = qf , a quark

say flavor f .

• Keep µ = µF for simplicity.
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• “Compute quark-photon scattering” – What does this mean?

Must use an IR-regulated theory

Extract the IR Safe part then take away the regularization

• Let’s see how it works . . .

• At zeroth order – no interactions:

Cγqf(0) = e2
f δ(1− x/ξ)

(LO cross section; parton model)

φ
(0)
qf/qf ′

(ξ) = δff ′ δ(1− ξ)
(at zeroth order, momentum fraction conserved)

16



F
γqf (0)
2 (x,Q2) =

∫ 1
x dξ C

γqf (0)
2




x

ξ
,
Q

µR
,
µF

µR
, αs(µR)




× φ
(0)
qf/qf

(ξ, µF , αs(µF ))

= e2
f

∫ 1
x dξ δ(1− x/ξ) δ(1− ξ)

= e2
f x δ(1− x)

• On to one loop . . .
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• F γq at one loop: factorization schemes

• Start with F2 for a quark:

F γq AT ONE LOOP: FACTORIZATION SCHEMES

• Start with F2 for a quark:

+

2

+ 2 Re ( )
*( )+

Have to combine final states with different phase space . . .
Have to combine final states with different phase space . . .
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• “Plus Distributions”:

∫ 1
0 dx

f(x)

(1− x)+
≡

∫ 1
0 dx

f(x)− f(1)

(1− x)
∫ 1
0 dx f(x)




ln(1− x)

1− x



+
≡

∫ 1
0 dx ( f(x)− f(1) )

ln(1− x)

(1− x)

and so on . . . . In DIS:

• f(x) will be parton distributions (not constant!)

• f(x) term: real gluon, with momentum fraction 1− x

• f(1) term: virtual, with elastic kinematics

• DGLAP “evolution kernel” = “splitting function”

P (1)
qq (x) = CF

αs

π




1 + x2

1− x



+

19



Important note: with f constant,

∫ 1
0 dx




lnn(1− x)

1− x



+

= 0 .

But for us, f(x) is a parton distribution, and hence not a
constant.

• αs Expansion:

F
γq
2 (x,Q2) =

∫ 1
x dξ C

γq
2




x

ξ
,
Q

µR
,
µF

µR
, αs(µR)




× φq/q(ξ, µF , αs(µF ))

F
γq
2 (x,Q2) = C

(0)
2 φ(0) +

αs

2π
C(1) φ(0) +

αs

2π
C(0) φ(1) + . . .

20



• And result:

F
γq
2 (x,Q2) = e2

f { x δ(1− x)

+
αs

2π
CF




1 + x2

1− x




ln(1− x)

x


 +

1

4
(9− 5x)



+

+
αs

2π
CF

∫Q2

0
dk2
T

k2
T




1 + x2

1− x



+

} + . . .

F
γq
1 (x,Q2) =

1

2x




F
γqf
2 (x,Q2)− CF α

αs

π2
2x





Note: to compare to e+e− integrals:
k2
T ↔ k2(1− cos2 θ), k↔ Q(1−x). Real and virtual would

cancel here too, if we just integrated over x, but we don’t –
we multiply times φqf/h, which depends on x.
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• Factorization Schemes

MS (Corresponds to matrix element above.)

φ
(1)
q/q(x, µ

2) =
αs

π2
Pqq(x)

∫ µ2

0
dk2
T

k2
T

With kT -integral “IR regulated”.

Advantage: technical simplicity; not tied to process.

C(1)(x)MS = (αs/2π) Pqq(x) ln(Q2/µ2) + µ-independent

DIS:

φq/q(x, µ
2) =

αs

π2
F γqf(x, µ2)

Absorbs all uncertainties in DIS into a PDF.

Closer to experiment for DIS.

C(1)(x)DIS = (αs/2π) Pqq(x) ln(Q2/µ2) + 0

22



• Using the Regulated Theory to Get Parton Distributions for
Real Hadrons . . .

IR-regulated QCD is not REAL QCD

BUT it only differs at low momenta

THUS we can use it for IR Safe functions: C
γq
2 , etc.

THIS enables us to get PDFs from experiment.
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• Compute F
γq
2 , F

γG
2 . . .

Define factorization scheme; find IR Safe C’s

Use factorization in the full theory

F
γh
2 =

∑

a=qf ,q̄f ,G
Cγa ⊗ φa/h

Measure F2 (h = n, p); then use the known C’s to derive
φa/h

NOW HAVE φa/h(ξ, µ2) AND CAN USE IT IN ANY OTHER
PROCESS THAT FACTORIZES.

• Multiple flavors and cross sections complicate technicalities;
not logic (Global Fits)
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• C. Evolution: Q2-dependence

• In general, Q2/µ2 dependence still in Ca
(

x/ξ,Q2/µ2, αs(µ)
)

Choose µ = Q

F
γh
2 (x,Q2) =

∑

a

∫ 1
x dξ C

γa
2




x

ξ
, 1, αs(Q)


 φa/h(ξ,Q2)

Q� ΛQCD→ compute C’s in PT.

C
γa
2




x

ξ
, 1, αs(Q)


 =

∑

n




αs(Q)

π




n

C
γa
2

(n)



x

ξ




But still need PDFs at µ = Q: φa/A(ξ,Q2) for different Q’s.

25



• How evolution works . . .

• A remarkable consequence of factorization.

• Can use φa/A(x,Q2
0) to determine

φa/A(x,Q2) and hence F1,2,3(x,Q2) for any Q

• So long at αs(Q) is still small.

• Let’s see how it works explicitly in an example.

26



• The ‘nonsinglet’ distribution (recall Bjorken SR: g
p
1 − gn1 )

F γNS
a = F γpa − F

γn
a

F
γNS
2 (x,Q2) =

∫ 1
x dξ C

γNS
2




x

ξ
,
Q

µ
, αs(µ)


 φNS(ξ, µ2)

Gluons, antiquarks cancel

At one loop: CNS
2 = C

γN
2

27



• Basic tool:

• ‘Mellin’ Moments and Anomalous Dimensions

f̄(N) =
∫ 1
0 dx x

N−1 f(x)

• Reduces convolution to a product

f(x) =
∫ 1
x dy g




x

y


 h(y)→ f̄(N) = ḡ(N) h̄(N + 1)

28



• Moments applied to NS structure function µF = µR = µ:

F̄
γNS
2 (N,Q2) = C̄

γNS
2


N,

Q

µ
,αs(µ)


 φ̄NS(N,µ2)

(Note φNS(N,µ2) ≡ ∫1
0 dξξ

Nf(ξ, µ2) here.)

• F̄ γNS
2 (N,Q2) is Physical

⇒ µ
d

dµ
F̄
γNS
2 (N,Q2) = 0

29



• ‘Separation of variables’

µ
d

dµ
ln φ̄NS(N,µ2) = −γNS(N,αs(µ))

γNS(N,αs(µ)) = µ
d

dµ
ln C̄

γNS
2 (N,αs(µ))

• Because αs is the only variable held in common.

• γNS an “anomalous dimension”, which controls the logarith-
mic µ dependence.
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µ
d

dµ
ln φ̄NS(N,µ2) = −γNS(N,αs(µ))

γNS(N,αs(µ)) = µ
d

dµ
ln C̄

γNS
2 (N,αs(µ))

• Only need to know C’s ⇒ γN from IR regulated theory!

⇓

Q-DEPENDENCE DETERMINED BY PT

EVOLUTION

THIS WAS HOW WE FOUND OUT QCD IS ‘RIGHT’

AND THIS IS HOW QCD PREDICTS PHYSICS
AT NEW SCALES
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• γNS at one loop (5th line is an exercise.)

γNS(N,αs) = µ
d

dµ
ln C̄

γNS
2 (N,αs(Q))

= µ
d

dµ



 (αs/2π) P̄qq(N) ln(Q2/µ2) + µ indep.





= −
αs

π

∫ 1
0 dx x

N−1 Pqq(x)

= −
αs

π
CF

∫ 1
0 dx





xN−1 − 1




1 + x2

1− x




= −
αs

π
CF


 4

N∑

m=2

1

m
− 2

2

N(N + 1)
+ 1




≡ −
αs

π
γ

(1)
NS

Hint: (1−x2)/(1−x) = 1 +x . . . (1−xk)/(1−x) = ∑k−1
i=0 x

k
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• Solution and scale breaking.

µ
d

dµ
φ̄NS(N,µ2) = −γNS(N,αs(µ)) φ̄NS(N,µ2)

φ̄NS(N,µ2) = φ̄NS(N,µ2
0)× exp



−

1

2

∫ µ2

µ2
0

dµ′2

µ′2
γNS(N,αs(µ))




⇓

φ̄NS(N,Q2) = φ̄NS(N,Q2
0)




ln(Q2/Λ2
QCD)

ln(Q2
0/Λ

2
QCD)




−2γ
(1)
N /β0

Hint:

αs(Q) =
4π

β0 ln(Q2/Λ2
QCD)

So also: φ̄NS(N,Q2) = φ̄NS(N,Q2
0)



αs(Q

2
0)

αs(Q2)




−2γ
(1)
N /β0
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Qualitatively,

φ̄NS(N,Q2) = φ̄NS(N,Q2
0)




αs(Q
2
0)

αs(Q2)




−2γ
(1)
N /β0

• Is ‘mild’ scale breaking, to be contrasted to

• Case of αs→ α0 6= 0, get a power Q-dependence:

Q2



γ(1)αs

2π

•⇒ QCD’s consistency with the Parton Model (73-74)
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• Inverting the Moments.

µ
d

dµ
φ̄NS(N,µ2) = −γN(αs(µ)) φ̄NS(N,µ2)

⇓

µ
d

dµ
φqq(x, µ

2) =
∫ 1
x

dξ

ξ
PNS(x/ξ, αs(µ)) φNS(ξ, µ2)

Splitting function ↔ Anomalous dimensions

∫ 1
0 dx x

N−1 Pqq(x, αs) = γNS(N,αs)
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• Singlet (Full) Evolution

µ
d

dµ
φb/A(x, µ2) =

∑

b=q,q̄,G

∫ 1
x

dξ

ξ
Pab(x/ξ, αs(µ)) φb/A(ξ, µ2)

• The Physical Context of Evolution

– Parton Model: φa/A(x) density of parton a with
momentum fraction x, assumed independent of Q

– PQCD: φa/A(x, µ): same density, but
with transverse momentum ≤ µ
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• If there were a maximum transverse momentum Q0,
each φa/h(x,Q0) would freeze for µ ≥ Q0.

• Not so in renormalized PT.

• Scale breaking measures the change in the density
as maximum transverse momentum increases.

• Cross sections we compute still depend on our
choice of µ through uncomputed “higher orders” in C
and evolution.
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• Evolution in DIS (with nice, old CTEQ6 fits)
– Evolution in DIS (with CTEQ6 fits)
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Conclude with a few comments . . .

• Factorization, although powerful, is brittle. To apply it, we
must define our cross sections to be “sufficiently inclusive”.
We have to be able to apply an analog of the optical theorem
as in DIS, recall:

S

S

P

q

J

!N

N

= Im

Cq q q
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• Event generators for showering depend on the physics of fac-
torization: each sequential branching (gluon emission, pair
creation) is independent. A series of “mini-factorizations”.

• The key to applications of perturbative QCD is to avoid un-
controlled dependence of long-distance physics. It must either
cancel or be factorized from calculable quantities.

• Once factorized, we can learn about long-distance parts by
experiment, and bring other methods to bear on them.

• In its own terms, pQCD will give sensible answers if you ask
the right questions.
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Appendix: Intuitive description of factorization in
hadron-hadron scattering

• General relation for hadron-hadron scattering for a hard, in-
clusive process with momentum transfer M to produce final
state F +X: (µF = µR = µ)

dσH1H2
(p1, p2,M) =
∑

a,b

∫ 1
0 dξa dξbdσ̂ab→F+X (ξap1, ξbp2,M, µ)

×φa/H1
(ξa, µ)φb/H2

(ξb, µ),

• Factorization proofs justify of the universality of the parton
distributions.

• Also underly a range of generalizations of evolution: resum-
mations (see I. Stewart lectures!).
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• Two examples that illustrate the application and limitations
of factorization in hadron-hadron scattering.

1. p+ p→ γ + γ: (similar to Drell-Yan – QT factorization)

xp

yp’

q

q’

This gluon
will factor into
the two PDFs

For photons no final state interactions

Factorization for measured (q+q’)^2 and (q+q’)T
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2. p + p → g(jet) + g(jet): (TMD factorization doesn’t
apply)

xp

yp’

q

q’

This gluon
will factor into
the two PDFs

k
q’+k

For final state gluons the total momentum
may be changed by momentum transfers

of order 1/(proton size)

This gluon doesn’t change q+q’

Doesn’t matter much for (q+q’)^2
But really affects (q+q’)T

43



• The physical basis of factorization in classical fields

x,y,z,t

q
β 1

x , y , z , t

x3cβt -−∆= ∆ ≡ x′3 − βct′

• Why a classical picture isn’t far-fetched . . .

The correspondence principle is the key to
to IR divergences.

An accelerated charge must produce classical radiation,

and an infinite numbers of soft gluons are required
to make a classical field.
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Transformation of a scalar field:

φ(x) =
q

(x2
T + x2

3)1/2
= φ′(x′) =

q

(x2
T + γ2∆2)1/2

From the Lorentz transformation:
x3 = − γ(βct′ − x′3) ≡ γ∆.

Closest approach is at ∆ = 0, i.e. t′ = 1
βcx
′
3 .

The scalar field transforms “like a ruler”: At any fixed
∆ 6= 0, the field decreases like 1/γ =

√

1− β2.
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x,y,z,t

q
β 1

x , y , z , t

x3cβt -−∆=

field x frame x′ frame

scalar q
|~x|

q
(x2

T +γ2∆2)1/2

gauge (0) A0(x) = q
|~x| A′0(x′) = −qγ

(x2
T +γ2∆2)1/2

field strength E3(x) = q
|~x|2 E′3(x

′) = −qγ∆
(x2

T +γ2∆2)3/2

Gauge fields : E3 ∼ γ0, E3 ∼ γ−2

• The “gluon” ~A is enhanced, yet is a total derivative:

Aµ = q
∂

∂x′µ
ln

(

∆(t′, x′3)
)

+O(1− β) ∼ A−

• The “large” part of Aµ can be removed by
a gauge transformation!
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• The “force” ~E field of the incident particle does not
overlap the “target” until the moment of the scattering.

• “Advanced” effects are corrections to the total derivative:

1− β ∼
1

2



√

1− β2


2 ∼

m2

2E2

• Power-suppressed! These are corrections to factorization.

• At the same time, a gauge transformation also induces
a phase on charged fields:

q(x)⇒ q(x) ei ln(∆)

Cancelled if the fields are well-localized ⇔ σ inclusive
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• Initial-state interactions decouple from hard scattering

• Summarized by multiplicative factors: the parton distribu-
tions.

⇒ Cross section for inclusive hard scattering is IR safe,
with power-suppressed corrections.

• Factorizing dynamics at short and long distance can be built
into effective field theories based on the QCD Lagrangian: in
particular “soft-collinear effective field theory” (SCET) can
streamline many applications.

• What about cross sections where we observe specific
particles in the final state? Single hadrons, dihadron
correlations, etc?
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• Much of the same reasoning holds:

x < βc t3

• For single-particle inclusive . . .

Interactions after the scattering are too late to affect
large momentum transfer, creation of heavy particle, etc.

The fragmentation of partons to jets is too slow to know
details of the hard scattering: factorization of fragmentation
functions.
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