
Announcement: AIMS tutorials
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• AIMS will be hosting a series of tutorials on AI/ML techniques
• Starting January 24th at the usual time: 12:00 pm
• First tutorial will be on K-nearest neighbor regression, hope to 

see you all there!
• If not, tutorials will be available open source

Stay tuned – AIMS seminar starting soon!



Speaker intro

2



When not to use machine learning:
A perspective on potential and limitations

10 January 2023 @ 1200 US Eastern Time
AIMS | BNL

Matthew R. Carbone | mcarbone@bnl.gov
Assistant Computational Scientist

Matthew R. Carbone is a staff scientist at Brookhaven National Laboratory. The views expressed here are those of the individual 
personnel quoted and are not the views of Brookhaven Science Associates, LLC or the United States Department of Energy.



Brief logistics
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Anonymous chat available (enter a random username)
hack.chat link will be posted in the Zoom chat
I will check both this and Zoom throughout for questions

This is not a seminar (you’re not muted by default), so please 
mute your mic if you’re not asking questions!



Who am I?

• BS chemistry/BA physics @ U. Rochester (2016)
• DOE CSGF (2017); “internship” @ BNL (2018)
• PhD chemical physics @ Columbia U. (2021)
• Assistant Computational Scientist @ BNL (2021-ongoing)
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Current research and interests/“CV”

• Surrogate modeling/ML for spectroscopy, condensed matter theory, 
other applications such as security

• Autonomous experimentation, optimal design of experiments
• Fundamental condensed matter
• AI/ML in science

6

matthewcarbone.github.io | bnl.gov/staff/mcarbone

mcarbone@bnl.gov

https://matthewcarbone.github.io/
https://www.bnl.gov/staff/mcarbone


Roadmap
👉Why this talk? Why now?
🕐When not to use machine learning
🕑 Considerations and thought experiments
🕒 Outlook
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Why this talk? Why now?
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AI/ML, a phenomenon

Nice articles on the growth of AI/ML
Dean et al. IEEE Micro 38, 21-29 (2018)
Pugliese et al. Data Science and Management 4, 19-29 (2021)

Simple arXiv advanced search for “Machine Learning”

https://openai.com/api/



What is AI/ML?
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How do you know this is a cat? Cat?

Pointy ears

Paws

Furry coat

Tail

”Cat nose”

Whiskers

Furry coat

Pointy ears

Paws

“Cat nose”
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What we see…

What we should see…

What is AI/ML?
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Tay AI (“speaks” for itself…)

Han Huang | REUTERS GRAPHICS

https://www.nytimes.com/2020/11/26/us/un-panel-
technology-in-policing-can-reinforce-racial-bias.html

https://techmonitor.ai/technology/ai-and-automation/false-dawns-ai-
in-healthcare

https://www.nytimes.com/2020/02/06/technology/predictive-
algorithms-crime.html

GPT-3 Example | LinkedIn

doi.org/10.1145/3411764.3445518

AI/ML applications can fail, badly
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Why this talk? Why now?

1. AI/ML is becoming ubiquitous in science, and it is a priority mission 
area for Brookhaven National Laboratory; AI/ML education is becoming 
a priority for both the Lab and DOE

2. It is powerful and has the potential to make immense impact in science, 
in the application spaces it is designed for

3. But the discussion of AI/ML in science has to a large degree become 
unscientific. AI/ML is not a catch-all for scientific problems. It must be 
deployed with care, and with awareness for its implications

4. There are fundamental differences between “AI/ML problems” in 
computer science and “AI/ML problems” in science

https://www.bnl.gov/world/
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Why this talk? Why now?
“AI only encodes the past”
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Discussion of potential without limitation is inherently high-risk

MRS Bulletin 47, 968-974 (2022)
open access

Why this talk? Why now?
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When not to use machine 
learning
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The devil’s in the distance…
One-slide crash course on supervised AI/ML

Three core concepts: 90% of the battle

Gaussian 
Process

Line

Model
How do you map inputs to outputs?

Metric
How do you define “close”?

Optimizer
How do you train your model?
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Data problems
So, you don’t have enough useful data?

How many datapoints do you need to train a neural network?

• The literal answer: just 1
• The actual answer: as much as possible
• The practical answer: as much as you can get
• The useful answer: it depends
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More data problems
What about ill-posed problems or denoising?

https://www.electronics-notes.com/articles/radio/radio-receiver-sensitivity/signal-to-noise-ratio-s-n-snr-formula.php

• AI/ML can only model functions
• Requires that one can 

distinguish signal from noise
• Requires that different targets 

are distinguishable
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The bias-variance tradeoff
We unfortunately cannot have our cake and eat it too

Smaller-scale trends

Larger-scale 
trends

https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
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• Neural networks know nothing 
about correlation lengths, 
periodicity, etc.

• A Gaussian process can 
naturally be programmed with 
this information

• Choose the right tool for the job, 
even if that tool isn’t 
“traditionally” AI/ML

Prior information: a gamechanger?
Consequently: do not expect your models to intuit like a human



The data+information training “box”

The information-theoretic perspective is absolute: data-driven 
models generalize, they do not extrapolate
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Missing

AI/ML can bridge 
between, using 
local information 
to “interpolate”Existing

❌

❌
❌

❌

❌

❌

❌

❌ ❌
❌

Outside the box is 
a nonstarter

The “data-driven no free lunch theorem”
And the meaning of “AI-driven discovery”

This is what 
science does! y

x
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Considerations and 
thought experiments



• Ensure different targets can be sufficiently distinguished
• Ensure your signal-to-noise ratio is large enough to discern a signal
• Only model well-posed problems
• Accept the bias/variance tradeoff
• Ensure your testing set represents the real-world-deployment scenario
• Models that cannot be validated cannot be trusted!
• Ensure your training and testing on data sampled from the same distribution
• Ensure you have sufficient data available to validate your model
• Ensure you have sufficient data period!
• Don’t assume that your model has human insight!
• Avoid going outside “the box” if possible
• Try to include prior knowledge to help ensure you remain “in the box”
• If you risk going outside of “the box”, use heuristic failsafes, active learning, etc.
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⚠ Considerations



💭 Thought experiments
• Aliens invade. How does humanity react? Can we make 

predictions? Why and how? Also, why am I asking this question?
• You are a toddler again, why do you touch the hot stove? Again, 

why would I ask this?
• How would one interpret polling data in a 3-party election when 

historically there have only ever been 2 parties?
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I am more than happy to discuss any of this after the talk, over 
email, Teams/Zoom, etc. Especially if it would be helpful in the 

context of a project!
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Outlook
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Outlook
AI/ML is necessarily a human collaboration…
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Outlook
Please disregard sensationalism and “pop-culture interpretations”

The Architect
The Matrix Reloaded

Data
Star Trek: The Next Generation

All images are copyright to their respective owners and protected under U.S. and international copyright laws
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Outlook
Staying in the AI summers

DOE BES FWP PS-030

Thank you for your 
time and attention!


