SRO at JLab - Status

* Objective: Support the traditional triggered model along with
streaming in one integrated DAQ framework.

— Leverage existing hardware. Add firmware and software to
support Streaming.

— Focus on the parallels of the the JLab framework with the
planned ePIC DAQ.

* General info on data formats we are using

* Next steps...

Jefferson Lab



JLab VXS Platform “DAM Board RDOS

Local Remote
Linux OS on the Zync-7030 SoC
(2-core ARM 7L, 1GB DDR3)
10/40Gbps Ethernet output
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Xilinx Virtex 7 FPGA
20x4 serial lanes from both the VXS backplane
and the Front panel. 4GB DDR3 RAM
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Single Crate System

Trigger Interface Module (TI)
Local clock/trigger/sync source or remote (via MTP fiber)

Signal Distribution (SD)
Delivers all Tl signals to each payload port and
payload busy back to the Tl
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4x 10Gb links
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Note:
TCP Performance
~7-8 Gbps per link
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JLAB FADC as an RDO (Streaming mode)

A 250 MHz FADC generates a 12 bit sample every 4ns. That’s 3 Gb/s for one channel. 16 channels is 48 Gb/s.
Currently, we identify a threshold crossing (hit) and integrate charge over a ROl and send only a sum and
timestamp for each hit.

Available VXS bandwidth will allow for 1 hit every 32ns from all channels sent to the DAM.
A data frame (Time Slice) for all available hits is generated in the DAM (currently every 65ps

Readout Time Slice
(65 ps) 151 TS2 753 TS4
ROI J ROI ROI ‘. ROI J
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A
\ 4
A
\4
A
\ 4

2 FPGAs manage the
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Chan 16 5 il | | :
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Note: The FADC can still simultaneously operate in triggered mode with an 8us pipeline and 2ps
readout window. With readout over the VMEBUS
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FADCs - Triggered vs Streaming

Triggered Mode

RO RO ROI Ex.ternal
T mmnnm | Trigger

51J (Sample #)

=g

Yo3u

PTW (0-2s)

(timestamp)

PL (0-8s)

PL: Programmed Lookback
PTW: Time window

Data we get on a trigger:
- All waveform samples for the ROI
- Threshold Sample # (hit time within the PTW)

- Trigger absolute timestamp

Length (words)
Tag [ DT [ M

ROC Data Format [

Trigger Bank

Data Banks

J

I A

Trigger #
timestamp

Streaming Mode

Time Slice
ROI Y(Frame#
H\UHHHH y & timestamp)

M

ROI ROI
1] JImm

0 Fine time stamp (4 ns) N{( Max Sample #)

>

1 Frame = N Clocks (up to 16bits, currently 65536 ns)

Data we get for a Frame:
- Pedestal subtracted sums over an ROI for every hit over threshold

- Threshold sample # (fine time stamp for each hit)
- Frame # and absolute timestamp for the frame

Length (words)
Tag [ DT | SS

ROC Data Format [

Stream Info Bank } Frame #
timestamp

Data Banks




JLab Timing System Components (GTU)
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Serialized trigger word Trigger, Clock, SYNC

TS Clock, Encoded SYNC S D P BUSY

Trigger/Clock/Sync

I I < FiberLengthMeasurement
BUSY / Trigger acknowledge / ROC acknowledge

other status

—> VXS PO backplane signals
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Other |
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JLAB Clock and Trigger Distribution System

TS — Trigger Supervisor (VME/VXS)
SD — Signal Distribution Board (VXS)
TD — Trigger Distribution (VME/VXS)

Tl — Trigger Interface ( comes in several flavors)

CTS

Trigger Distribution Crate

7 PCle Tl -
(TRIGGER,CLOCK,

SYNC)

|

ol
(BUSY)

VME

Front-End ROCs:
(up to 127)

For large DAQ
systems with
many front-ends
(DAMs)

The Tl board can
be used asaTS
for small (up to 9)
front-ends
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Simple Hybrid DAQ Syste

5x5 lead glass array (+ phototubes)

Two software readout
controllers (ROCs) are

defined for this DAQ
System

CPU

| Trigger

VME ROC

Runs on the VME CPU
Reads out Triggered data

FADCs

VXS Crate

ST )
= \ |
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EMU

10Gbps (Stream
Aggregator)

VTP ROC

Configures and manages

File
the stream data EMU_
1Gbps (Event Builder)

PC/Server




Triggered DAQ Sca I i ng u p th e DAQ Streaming DAQ

ROCs DAMs
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The CODA software toolkit allows

flexible back-end event building
or stream aggregation from
many data sources.
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EVIO Primitive Data Structures

« EVIO data formats are based on 32 bit words

Evio Header Formats
Bank :

32 bits Evio Content Type Codes
wse o) 580
0x0 32 bit unknown (not swapped)
Length (32 bit words, exclusive) ox1 32 Bit unsigned int
Tag (16 bits) (2)| Type (6) Num (8) ox2 32 bit float
Pad/Tc\iing 0x3 8 bit char* (string)
Number of unused bytes at end of ox4 16 bit signed int
\ llowhugatalfretamdiiplenras - 1o bt unsigned it
Segment . For shorts, it is 0 or 2. o6 8 bit signed int
For chars (not strings), itis 0, 1, 2, or 3 0x7 8 bit unsigned int
Tag (8 bits) [[(2) | Type (6) Length (16) e o4 bt double
Padding 0x9 64 bit signed int
Oxa 64 bit unsigned int
Oxb 32 bit signed int
Oxc Tag Segment
Tag Segment : — po—
Tag (12 bits) Type (4) Length (16) Oxe Bank
Oxf Composite
0x10 Bank
0x20 Segment
Jeff.ngo



Stream Aggregation — Data formats

Raw Stream Bank (RSB)
(Payload Port —e.g. FADC)

RSB Header [ TagLengtT (Véc%rdT) o

Raw Stream
Data for one
Time slice

Tag: Payload port ID — Unique just to the FEE/Digitizer Module
Detector/Channel info

DT: Data Type — User/FEE specified
SS: Stream Status  — Raw Bank, Did data get dropped? Clock info,
Error?

Note: It is important for the "Front-End” Electronics/Digitizers to be
integrated with the timing distribution.
- Data Frames are defined by the system clock
- Local time stamps are synced with the system
- Can streams be started and stopped synchronously?

15t Aggregation (VTP)

ROC Header [ TagLe"gtT(‘"l’D"TrdT) <

TSS

AlS

PP 1

PP 2

PP N

Tag: ROC ID — Unique to the whole system
DT: Data Type — Bank of Banks (0x10)

SS: Stream Status — ROC Stream info — how many
got created. Which streams included. Error?

Aggregate Stream Records

Subsequent Aggregations

ASB Header [ TagLe”gtT ‘Vg‘;fdj’ <
TSS — Time Stamp Segment
(holds Frame number and A-TSS
time stamp for VTP
aggregation point ).
AlS — Aggregation Info Segment A-AIS
(holds information on RSBs that
are attached).
ROC1
ROC 2
For subsequent aggregations the ROC
Records are simply appended and a
new A-TSS and A-AIS are created to
hold Time Stamp/Slice info and total
number of ROCs.
ROCM
——




Evio
Block
Header

Payload
Banks

Format used when sending all types of online

=

N/

<

CODA Data Transport and Files

Block Length

Block Number

Header Length = 8

Event Count

Reserved 1

Bit Info Version

Reserved 2

Magic Number

Payload Bank

Payload Bank

Payload Bank

/

/

Number of 32-bit words in evio block, inclusive.

Normally order of block in the file/network transfer & starts at 1. If sent
by ROC, = -1 if payload banks not being built, else record id.

Length of block header in 32-bit words.

[ Number of evio events (payload banks) in block, not including dictionary.

If content type is being built (eg ROC Raw), = source CODA id,
else reserved.

Version: lowest 8 bits (Bits 0-7).
Bit Info: Bit 8 = has dictionary, Bit 9 = is last block,
Bits 10-13 = payload bank type (ROC Raw = 0, Physics = 1,
PartialPhysics = 2, Disentangled = 3, User =4,
Control = 5, Other = 15).
Bit 14 = has “first event” (in every split file) is first USER type
event in this block

Reserved.

Magic Number (0xc0da0100) for endianness tracking.

CODA data over the network. They are in

standard evio buffer/file output format with block

headers.

- Each payload bank can be a Physics Event, ROC
Raw Record, Control Event, or User event. Note:
- there may be a block header between any 2

- payload banks.




Where do we go from here?

Expand current JLab FADC functionality to support waveform readout.
— This will require new congestion management on the FADC FPGA.

Set up larger scale (multiple crate) streaming tests using existing detector
systems in the experimental halls.
— This will give analysis software groups some real stream data to chew on.

Integration of other ASIC-based front-end electronics within the JLab
streaming environment still needs to be developed (“remote”™ RDOs).

Migrate existing firmware and software libraries to new “DAM” hardware
(e.g. FELIX 182).

Jefferson Lab
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The CODA Data Acquisition Toolkit

The ROC is software responsible
for collecting data from front-end
hardware and sending it to the
next stage.

Trigher/Clock

________________________

Platform

_______________________

EMU EMU —
(Event Builder) (Event Recorder) File

cooL
Database | ROC - Readout Controller
EMU - Event Management Unit

ET — Event Transport (Shared memory)
AFECS — Agent Framework Experiment
Control System

File
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