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transversity PDF - universal parton density encoding the difference between the 
number of quarks with their spin aligned versus anti-aligned to the proton’s spin 
when it’s in a transverse direction
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transversity PDF - universal parton density encoding the 
difference between the number of quarks with their spin 
aligned versus anti-aligned to the proton’s spin when it’s in a 
transverse direction

<latexit sha1_base64="ef55Rvm1yOayV3nJ1/CIv94xEMQ=">AAACsnicbVFNbxMxEPUuXyV8BThyMURIiVrS3aoFLkgVXDgGNWkq4uxq1uskVu3dre1FiVz/QK7c+Dd4NzlAy0iWn9+bebZnskpwbaLodxDeuXvv/oO9h51Hj588fdZ9/uJcl7WibEJLUaqLDDQTvGATw41gF5ViIDPBptnll0af/mBK87IYm03F5hKWBV9wCsZTaffnWTpOOCYHxLC1af2sYrmzJCtFrjfSb3aVxslVfz1w7hNZKKA2dtgeOcILQ15vmRyTNU/eNTypuGOJ5etRsr8lLVESj5WbEQHFUjA8Oji7JhkoSyrNXXrVjwZEgllREHbq+tFBWzdoVC9uD5xovpTgjfcdWYKUkJ5ceyOiWs952u1Fw6gNfBvEO9BDuxil3V8kL2ktWWGoAK1ncVSZuQVlOBXMdUitWQX0EpZs5mEBkum5bVvk8FvP5HhRKr8Kg1v27woLUjfd85nNx/RNrSH/p81qs/g4t7yoasMKur1oUQtsStzMD+dcMWrExgOgivu3YroCPwLjp9zxTYhvfvk2OD8axu+HJ9+Oe6efd+3YQ6/QG9RHMfqATtFXNEITRIPDYBIkQRoeh99DCOk2NQx2NS/RPxGKP6MP1kI=</latexit>

Si
T hq

1(x) =
1

2

Z
d⇠�

2⇡
eixP

+⇠�Tr[hP, S| ̄q(0)W(0, ⇠�) q(⇠
�)i�i+�5|P, Si]

<latexit sha1_base64="/logdCjvPw8cpU5BTujitjwzdwY=">AAACp3icfVHdbtMwFHbCgFF+VuCSG48KaUOsSmAbXE5wwx1DWrtKdRY59mlrzfmpfVK1ivIqvBevwRPgpEFiG+JI9vn8nV+fkxRaWQyCn55/b+f+g4e7j3qPnzx9ttd//mJs89IIGIlc52aScAtaZTBChRomhQGeJhouk+svjf1yBcaqPLvATQFRyueZminB0VFx/wdLci3tJnWqYghrbHNWBmRdMQkaOV3WNdtnsCzVymmVYRxchWxfrtm76SIOr5YH68OjBlQs4ca5u3fEliWX7UV7/6sxjy9c+jY57eqVR3+QjPuDYBi0Qu+CsAMD0sl53P/FZC7KFDIUmls7DYMCo4obVEJD3WOlhYKLaz6HqYMZT8FGVdtPTd84RtJZbtzJkLbs3xEVT23zDeeZclzY27aG/JdtWuLsU1SprCgRMrEtNCs1xZw2S6FSGRCoNw5wYZTrlYoFN1ygW92NTHKlCtt1vd623XNDCm+P5C4Yvx+Gp8OT78eDs8/duHbJK/KaHJCQfCRn5Cs5JyMivB3vrffBO/YP/W/+2J9sXX2vi3lJbojPfwNg3dOL</latexit>

�q⌘
Z 1

0
dx [hq

1(x)� hq̄
1(x)] gT ⌘ �u� �d

Tensor charge for an individual flavor Isovector combination

Slide courtesy of Daniel Pitonyak
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local matrix element - can be computed in lattice QCD as well 
as other approaches like Dyson-Schwinger equations

Slide courtesy of Daniel Pitonyak
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Gupta, et al. (2018); 
Yamanaka, et al. (2018); 
Hasan, et al. (2019); 
Alexandrou, et al. (2019, 2023);
 
Yamanaka, et al. (2013);
Pitschmann, et al. (2015);
Xu, et al. (2015);
Wang, et al. (2018)



β-decays and BSM physics

Ten effective couplings

E << Λ

1/Λ2  GF ~ g2Vij/Mw2 ~1/v2

• In the SM,  W exchange (V-A, universality)
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TENSOR CHARGE

➤ Tensor couplings, not present in the SM Lagrangian, could be the footprints 
of new physics at higher scales

εT gT ≈ MW2 / MBSM2
Bhattacharya et al, PRD 85 (12)
Pattie et al., P.R. C88 (13)
Courtoy et al,  PRL 115 (2015)

➤ Key point of comparison between QCD phenomenology/experiment and ab initio 
approaches like lattice QCD and DSE 

➤ Like the scalar, vector, and axial charges, it is a fundamental charge of the nucleon 
(although scale dependent)

➤ Since helicity PDF ≠ transversity PDF in relativistic quantum mechanics, it can be 
considered a measure of relativistic effects in the nucleon
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Lagrangian for neutron beta decay

EDM of the proton

EDM of quarks
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Herczeg (2001);
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Pospelov, Ritz (2005); 
Severijns, et al. (2006); 
Cirigliano, et al. (2013); 
Courtoy, et al. (2015); 
Yamanaka, et al. (2017); Liu, 
et al. (2018); Gonzalez-
Alonso, et al. (2019) 

He, Ji (1995); Barone, et al. 
(1997); Schweitzer, et al. 
(2001); Gamberg, Goldstein 
(2001); Pasquini, et al. 
(2005); Wakamatsu (2007); 
Lorce (2009); Gupta, et al. 
(2018); Yamanaka, et al. 
(2018); Hasan, et al. (2019);
Alexandrou, et al. (2019, 
2023) Yamanaka, et al. 
(2013);
Pitschmann, et al. (2015); 
Xu, et al. (2015); Wang, et al. 
(2018); Liu, et al. (2019)

Anselmino, et al. (2007, 2009, 2013, 2015); 
Goldstein, et al. (2014);
Kang, et al. (2016);
D’Alesio, et al. (2020); Cammarota, et al. (2020); 
Gamberg, et al. (2022)
Radici, et al. (2013, 2015, 2018); Benel, et al. 
(2020); Cocuzza, et al. (2023)

Tensor
charge

QCD
phenomenology

Low-energy
BSM

physics

Lattice QCD,
models

Slide courtesy of Daniel Pitonyak and Chris Cocuzza



PHENOMENOLOGY 
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TRANSVERSITY

➤ Chiral odd fragmentation function, Collins function or interference dihadron FF, in Semi 
Inclusive Deep Inelastic Scattering

➤ Transversity is a chiral odd quantity, it must couple to another chair odd function to be 
measured

➤ Another transversity (or another chiral odd function) in double polarized Drell-Yan

➤ Modulations measured in pion in jet, or left-right asymmetry in proton-proton 
scattering

➤ Exclusive processes where transversity GPDs are accessible



TRANSVERSE MOMENTUM DEPENDENT DISTRIBUTIONS
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Collins function

➤ Describes fragmentation of transversely 
polarized quark into an unpolarized 
nucleon

  
➤ Generates asymmetries in SIDIS and e+e-

➤ Universal in SIDIS, e+e-, and PP 

Collins 1992

Metz, Collins (2004)
Yuan (2008)
Boer, Kang, Vogelsang, Yuan (2010)

Kotzinian (1995) 
Mulders, Tangerman (1995)
Boer, Jakob, Mulders (1997)

kT

xP

Quark TMDs

�[�+]
q h(x, b) = f1(x, b) + i✏µ⌫T bµs⌫Mf?1 (x, b)
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• There are eight TMD 
distributions in leading twist 

• TMD distributions provide a 
more detailed picture of the 
many body parton structure of 
the hadron 

• Interplay with the transverse 
momentum

Helicity

Boer-Mulders

Long-

Trans-Sivers

Transversity

Pretzelosity

T

➤ TMDs depend both on 
collinear and transverse 
momenta

➤ Transversity TMD should 
couple to another chiral odd 
function



COLLINS ASYMMETRY FROM SIDIS AND E+ET
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transversity Collins function

Collins function Collins function

TRANSVERSE SPIN ASYMMETRIES IN SIDIS AND E+E-
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TRANSVERSE SPIN ASYMMETRY IN PP SCATTERING

Midterm Review, Part I: Overview – Jianwei Qiu 28

Challenge: the Sivers Effect
  Single Transverse Spin Asymmetry:

sp Left 

Right 

Theory (1978):
AN / ↵s

mq

pT
! 0

Kane, Pumplin, Repko, PRL, 1978!

Experiment (40 yrs)
AN As large as 40%

Sivers Effect:

"  Spin direction of colliding hadron
"  Motion direction of its confined partons

Quantum Correlation between

QCD:  Sign Change from SIDIS to Drell-Yan

D. Sivers, PRD41 (1990)83

AN in pp scattering is related to 
collinear twist-3 (CT3) factorization

d��(ST ) ⇠ HQS ⌦ f1 ⌦ FFT ⌦D1 + HF ⌦ f1 ⌦ h1 ⌦
⇣
H

?(1)
1 , H̃

⌘
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Qiu-Sterman term

FFT ⇠
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quark-gluon-quark correlator
Qiu, Sterman (91), Kouvaris, et al (06)

⇡FFT (x, x) =

Z
d2~kT

k2T
2M2

f?
1T (x, k

2
T ) ⌘ f?(1)

1T (x)
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Boer, et al (03)

TMD and CT3 factorizations agree in their overlapping region of applicability
Ji, et al (06); Koike, et a. (08); Zhou, et al (08, 10); Yuan and Zhou (09)

the first moment of Sivers function
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TRANSVERSE SPIN ASYMMETRIES

Midterm Review, Part I: Overview – Jianwei Qiu 28

Challenge: the Sivers Effect
  Single Transverse Spin Asymmetry:

sp Left 

Right 

Theory (1978):
AN / ↵s

mq

pT
! 0

Kane, Pumplin, Repko, PRL, 1978!

Experiment (40 yrs)
AN As large as 40%

Sivers Effect:

"  Spin direction of colliding hadron
"  Motion direction of its confined partons

Quantum Correlation between

QCD:  Sign Change from SIDIS to Drell-Yan

D. Sivers, PRD41 (1990)83
d��(ST ) ⇠ HQS ⌦ f1 ⌦ FFT ⌦D1 + HF ⌦ f1 ⌦ h1 ⌦

⇣
H
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1 , H̃

⌘
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Fragmentation term
collinear transversity

Kanazawa, Koike, Metz, Pitonyak, Schlegel, (16)

Mulders, Tangerman (96); Bacchetta, et al (07)

h1

<latexit sha1_base64="WXs8zv1KzboFptsjVhZMojkG1+k=">AAACGXicbVC7TsMwFL0pr1JeAUYWiwqJqUoQCMYKFsYi0YfURpHjuK1Vx4lsp6KK+iWwwn+wIVYmfoMvwGkz0JYjWT4651776AQJZ0o7zrdVWlvf2Nwqb1d2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g9Fd7rfHVCoWi0c9SagX4YFgfUawNpJv270g5qGaRObKhr479e2qU3NmQKvELUgVCjR8+6cXxiSNqNCEY6W6rpNoL8NSM8LptNJLFU0wGeEB7RoqcESVl82ST9GZUULUj6U5QqOZ+ncjw5HKw5nJCOuhWvZy8T+vm+r+jZcxkaSaCjL/qJ9ypGOU14BCJinRfGIIJpKZrIgMscREm7IWXgrHLFFF6qd57IopyV2uZJW0LmruZe3q4bJavy3qKsMJnMI5uHANdbiHBjSBwBhe4BXerGfr3fqwPuejJavYOYYFWF+/rkihlg==</latexit>

H
?(1)
1

<latexit sha1_base64="Bm9fUPYcgVgog9kxSk5rXDjnD/s=">AAACNnicbVDLSsNAFJ34tr6qLt0Ei6ALSyKKLkU3LivYBzS1TCa3OjiZDDM3Ygn5Cn9Gt/oVbtyJW/ELnLZZWOuFYQ7n3MfhhEpwg5735kxNz8zOzS8slpaWV1bXyusbDZOkmkGdJSLRrZAaEFxCHTkKaCkNNA4FNMO784HevAdteCKvsK+gE9MbyXucUbRUt7wfhImITD+2XxYgPOBwZ8b6VObZRde/zgIFWu36e3med8sVr+oNy50EfgEqpKhat/wdRAlLY5DIBDWm7XsKOxnVyJmAvBSkBhRld/QG2hZKGoPpZEMLubtjmcjtJdo+ie6Q/T2R0dgMnNvOmOKt+asNyP+0doq9k07GpUoRJBsd6qXCxcQdZORGXAND0beAMs2tV5fdUk0Z2iTHNkX3XJnC9cPIdsmG5P+NZBI0Dqr+YfXo8rByelbEtUC2yDbZJT45JqfkgtRInTDySJ7JC3l1npx358P5HLVOOcXMJhkr5+sHcTeuXg==</latexit>

H̃

<latexit sha1_base64="gbqhyVNz5zre4IlwV8qUTuDfh8A=">AAACNHicbVDLSsNAFJ34rPVVdelmsAiCUBKp6FJ002UFW4W2lMnk1g6dZMLMTbGEfIQ/o1v9DMGduHXhFzhNs/B1YZjDOfdxOH4shUHXfXHm5hcWl5ZLK+XVtfWNzcrWdtuoRHNocSWVvvGZASkiaKFACTexBhb6Eq790cVUvx6DNkJFVziJoRey20gMBGdoqX7lkHZ9JQMzCe2XdhHuMF+ajoWSgJmlhAwgbWRZ1q9U3ZqbF/0LvAJUSVHNfuWzGyiehBAhl8yYjufG2EuZRsElZOVuYiBmfMRuoWNhxEIwvTS/n9F9ywR0oLR9EdKc/T6RstBMbdvOkOHQ/Nam5H9aJ8HBaS8VUZwgRHx2aJBIiopOE6KB0MBRTixgXAvrlfIh04yjzfHHpmAsYlO4vpvZLtuQvN+R/AXto5pXrx1f1qtn50VcJbJL9sgB8cgJOSMN0iQtwsk9eSRP5Nl5cF6dN+d91jrnFDM75Ec5H1/oUq49</latexit>

~ quark-gluon-quark fragmentation functions

H
?(1)
1 (z) ⌘ z2

Z
d2~p?

p2?
2M2

h

H
?
1 (z, z2

p
2
?)

<latexit sha1_base64="9I/Dy/5ZCp1Y0wUZBbLa3Md2eW8=">AAACu3icbVHbbtQwEHXCrSy3BV6QeHFZIW0ltEqiovICquCBfUEqEttWWm8ix5ntmjqJazur7lr5Kf6G3+ALcC5C9DKS5eMZz5wzM6kUXJsg+O35d+7eu/9g5+Hg0eMnT58Nn7841mWlGMxYKUp1mlINghcwM9wIOJUKaJ4KOEnPvzTxkzUozcvih9lIWOT0rOBLzqhxrmT4i6SlyPQmd5clBi5NW9OyDS1qO03C2BIJSo7DvXq83avrAXZG4KLia7yNI7JLeGEw2c3iCJM1MCvrpM3AZKmoe3avOKqxjb4lKwe6ErfzpqKChteGddwRb985mn9VnIJkOAomQWv4Jgh7MEK9HSXDPyQrWZVDYZigWs/DQJqFpcpwJqAekEqDpOycnsHcwYLmoBe21VPjt86T4WWp3HGNtt7/MyzNddOG+5lTs9LXY43ztti8MssPC8sLWRkoWEe0rAQ2JW4WhTOugBmxcYAyxZ1WzFbUjdS4dV6plK251L3qy072wA0pvD6Sm+A4moT7k/ff90eHn/tx7aDX6A0aoxAdoEM0RUdohpj3yvvkffWm/kef+T990X31vT7nJbpifvUXuR7Z+A==</latexit>

the first moment of Collins FF

F sin�S

UT ⇠
X

a

e2a
2Mh

Q
h
a
1(x)

H̃(z)

z

<latexit sha1_base64="ZicTwP3fByrMvMwUsMLhA8fEECk=">AAACjXicbVFda9swFJW9j3bZR73taduLWBikMIIdWraHMcoGW18GLWvaQpwIWb6uRSXbSHJIKvS2P7m/sMf9gimJH/qxC5IO59wrHY6yRnBt4vh3EN67/+Dh1vaj3uMnT5/tRM9fnOq6VQzGrBa1Os+oBsErGBtuBJw3CqjMBJxll19X+tkclOZ1dWKWDUwlvah4wRk1niLRr2/Ejk/czKaaV2lTcvLTYY+l31pJKAZCZyOcFooyO/pBSoftsUvfp1ktcr2U/rAlSWZ0sNh1m67rUmpgYdYu7ZzXAozzFBc52EM3uNp1zl935UjUj4fxuvBdkHSgj7o6ItHfNK9ZK6EyTFCtJ0ncmKmlynAmwPXSVkND2SW9gImHFZWgp3btw+F3nslxUSu/KoPX7PUJS6Ve2fedkppS39ZW5P+0SWuKj1PLq6Y1ULHNQ0UrsKnxKnqccwXMiKUHlCnuvWJWUh+Z8R9046Z8zhvduV5sbPd8SMntSO6C09Ew2RvuH+/1D750cW2jN+gtGqAEfUAH6BAdoTFi6E8QBa+C1+FOuB9+Cj9vWsOgm3mJblT4/R/fksr6</latexit>

AN in pp scattering is related to 
collinear twist-3 (CT3) factorization
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q

N U L T

U

L

T

f1

g1

h1  
q

N U L T

U

L

T

f1

g1

h1  

D1

<latexit sha1_base64="6G9RUBDJbmFZbGJ6vYH4s0aMW8A=">AAACCXicbVC7TsMwFHV4lvIKMLJYVEhMVYJ4jRUsHYtEH1ITIsdxWquOHdkOUhV1ZeFXWBhAiJU/YONvcNoM0HIky0fn3Gvfe8KUUaUd59taWl5ZXVuvbFQ3t7Z3du29/Y4SmcSkjQUTshciRRjlpK2pZqSXSoKSkJFuOLop/O4DkYoKfqfHKfETNOA0phhpIwU29ELBIjVOzJU3A/feU+mQSOMzxAeMTAK75tSdKeAicUtSAyVagf3lRQJnCeEaM6RU33VS7edIaorNe1UvUyRFeIQGpG8oRwlRfj7dZAKPjRLBWEhzuIZT9XdHjhJVDGsqE6SHat4rxP+8fqbjKz+nPM004Xj2UZwxqAUsYoERlQRrNjYEYUnNrBAPkURYm/CqJgR3fuVF0jmtuxf189uzWuO6jKMCDsEROAEuuAQN0AQt0AYYPIJn8ArerCfrxXq3PmalS1bZcwD+wPr8AXJbmtQ=</latexit>

H
^
1

collinear PDFs (x)

extDiFFs (z, Mh)

Collins, et al. (1994); Bianconi, et al. (1999), etc *

z = z1 + z2 , Mh = invariant mass of dihadron. The “extended” DiFFs (extDiFFs) 
depend on z and Mh (or equivalently RT)

is chiral-odd “interference” FF (IFF)
<latexit sha1_base64="6G9RUBDJbmFZbGJ6vYH4s0aMW8A=">AAACCXicbVC7TsMwFHV4lvIKMLJYVEhMVYJ4jRUsHYtEH1ITIsdxWquOHdkOUhV1ZeFXWBhAiJU/YONvcNoM0HIky0fn3Gvfe8KUUaUd59taWl5ZXVuvbFQ3t7Z3du29/Y4SmcSkjQUTshciRRjlpK2pZqSXSoKSkJFuOLop/O4DkYoKfqfHKfETNOA0phhpIwU29ELBIjVOzJU3A/feU+mQSOMzxAeMTAK75tSdKeAicUtSAyVagf3lRQJnCeEaM6RU33VS7edIaorNe1UvUyRFeIQGpG8oRwlRfj7dZAKPjRLBWEhzuIZT9XdHjhJVDGsqE6SHat4rxP+8fqbjKz+nPM004Xj2UZwxqAUsYoERlQRrNjYEYUnNrBAPkURYm/CqJgR3fuVF0jmtuxf189uzWuO6jKMCDsEROAEuuAQN0AQt0AYYPIJn8ArerCfrxXq3PmalS1bZcwD+wPr8AXJbmtQ=</latexit>

H
^
1

*New definition of DiFFs: Pitonyak et al,  (2023) 2305.11995
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<latexit sha1_base64="imjrEpT/LMk7waLB0peNu5XB1aM=">AAACFXicbZDLSgMxFIYz9VbrrerSTbAILdYyU7wti25cVrAX6LRDJj3thGYuJBmhDH0JN76KGxeKuBXc+TamF0Fbfwh8+c85JOd3I86kMs0vI7W0vLK6ll7PbGxube9kd/fqMowFhRoNeSiaLpHAWQA1xRSHZiSA+C6Hhju4Htcb9yAkC4M7NYyg7ZN+wHqMEqUtJ1uEzjF0TrCtQpz3HAt7TrmQt10iEm+krz9ULtjFppPNmSVzIrwI1gxyaKaqk/20uyGNfQgU5UTKlmVGqp0QoRjlMMrYsYSI0AHpQ0tjQHyQ7WSy1QgfaaeLe6HQJ1B44v6eSIgv5dB3dadPlCfna2Pzv1orVr3LdsKCKFYQ0OlDvZhjHcE4ItxlAqjiQw2ECqb/iqlHBKFKB5nRIVjzKy9CvVyyzktnt6e5ytUsjjQ6QIcojyx0gSroBlVRDVH0gJ7QC3o1Ho1n4814n7amjNnMPvoj4+MbZOScgA==</latexit>

e+e� ! (h1h2)(h̄1h̄2)X
<latexit sha1_base64="D89k0WF1u3u6ygyYHLE5aA4p4/g=">AAACD3icbVDLSsNAFJ3UV62vqEs3g0WpUEpSfC2LblxJBfuAJobJdNIOnWTCzEQpoX/gxl9x40IRt27d+TdO2yy09cDA4Zx7uXOOHzMqlWV9G7mFxaXllfxqYW19Y3PL3N5pSp4ITBqYMy7aPpKE0Yg0FFWMtGNBUOgz0vIHl2O/dU+EpDy6VcOYuCHqRTSgGCkteeahQxhzytd3ThIjIfgDdBSHU7HU9+y+Vz1yym3PLFoVawI4T+yMFEGGumd+OV2Ok5BECjMkZce2YuWmSCiKGRkVnESSGOEB6pGOphEKiXTTSZ4RPNBKFwZc6BcpOFF/b6QolHIY+noyRKovZ72x+J/XSVRw7qY0ihNFIjw9FCQM6sjjcmCXCoIVG2qCsKD6rxD3kUBY6QoLugR7NvI8aVYr9mnl5Oa4WLvI6siDPbAPSsAGZ6AGrkAdNAAGj+AZvII348l4Md6Nj+lozsh2dsEfGJ8/tRybLA==</latexit>

`N" ! ` (h1h2)X
<latexit sha1_base64="fAEmwYMoU3UWNNPMWin3jxD0aic=">AAACBXicbVDLSsNAFJ3UV62vqEtdDBahgpSk+FoW3bisYB/QxDCZTpqhk2SYmSgldOPGX3HjQhG3/oM7/8Zpm4W2Hhg4nHMvd87xOaNSWda3UVhYXFpeKa6W1tY3NrfM7Z2WTFKBSRMnLBEdH0nCaEyaiipGOlwQFPmMtP3B1dhv3xMhaRLfqiEnboT6MQ0oRkpLnrnP75yUIyGSB8ihoxJYCT079GpHznHHM8tW1ZoAzhM7J2WQo+GZX04vwWlEYoUZkrJrW1y5GRKKYkZGJSeVhCM8QH3S1TRGEZFuNkkxgoda6cEgEfrFCk7U3xsZiqQcRr6ejJAK5aw3Fv/zuqkKLtyMxjxVJMbTQ0HKoA47rgT2qCBYsaEmCAuq/wpxiATCShdX0iXYs5HnSatWtc+qpzcn5fplXkcR7IEDUAE2OAd1cA0aoAkweATP4BW8GU/Gi/FufExHC0a+swv+wPj8AWYAlzg=</latexit>

p"p ! (h1h2)X

<latexit sha1_base64="fFWfDemTCcjjkfsmr6PhZt0F5ZU=">AAADLXicnVLLbhMxFPUMrxIeTWHJxiJCSkUUZUa8NkgVsOimoiDSVoqTkce5k7HqecT2VE0t/wA/A1v4DxZIiC17vgBPMos2ZYG40miOz7WPj49uXAqu9GDw3fOvXL12/cbGzdat23fubra37h2oopIMhqwQhTyKqQLBcxhqrgUclRJoFgs4jI9f1/3DE5CKF/kHvShhnNFZzhPOqHZUtOV1aGSC8L3FL0kiKTOYKJ5PQkx0Cpq6VZVFcwzRvOZ6mMSFmKpF5n6GaDjVSwvmraT5DKzZjYKJIapMQborhCMF9Oa2e9bbi9JJuG3tfymQmEozt7a7BGe2Rwr3qPrNZs82wtZ0g8eEFWoSrrxvr3t/U0ufM7Mi/kE7ancG/cGy8GUQNKCDmtqP2r/JtGBVBrlmgio1CgalHhsqNWcCbItUCkrKjukMRg7mNAM1NssgLH7kmClOCum+XOMle/6EoZmq83M7M6pTtd6ryb/1RpVOXowNz8tKQ85WFyWVwLrA9WjgKZfAtFg4QJnkzitmKXVDod0AXVCanvBSNa5PV7ZbLqRgPZLL4CDsB8/6T9896ey8auLaQA/QQ9RFAXqOdtAu2kdDxLyP3mfvi/fV/+R/83/4P1dbfa85cx9dKP/XH5HCCNI=</latexit>

a12R =
sin2 ✓

P
q e

2
q H

^,q
1 (z,M2

h)H
^,q̄
1 (z̄,M

2

h)

(1 + cos2 ✓)
P

q e
2
q D

q
1(z,M

2
h)D

q̄
1(z̄,M

2
h)

<latexit sha1_base64="L73xS26/epJyi20wBQoNjesT1Pc=">AAACv3icbVFbb9MwFHbCbZRbgUd4sKiQWlFVScXtBWkbPEwCxIB1m9S0keOcNNYcx7WdqSXK3+K/8Df4BThpHtaOI1n+9J3bd86JJGfaeN4fx71x89btO3t3O/fuP3j4qPv4yanOC0VhQnOeq/OIaOBMwMQww+FcKiBZxOEsuvhY+88uQWmWixOzljDLyEKwhFFiLBV2fx+E5eSkmpeBZqIfyJSFP141389BhT/gIFGEWmeRhUsM4XI+DoZBlPNYrzP7lWnoz5f91aDapgMDK9OoK78pIhZQlUc20haSKSjbnVuSw3BZ9X8Nv4bpfDyoqmqnT9LWDoaf6tyrsWG35428xvB14Legh1o7Drt/gzinRQbCUE60nvqeNLOSKMMoh6oTFBokoRdkAVMLBclAz8pmggq/tEyMk1zZJwxu2KsZJcl0PbiNzIhJ9a6vJv/nmxYmeT8rmZCFAUE3jZKCY5Pj+lg4Zgqo4WsLCFXMasU0JfYixp50q1J8yaRuVa82sjt2Sf7uSq6D0/HIfzt68/11b/+wXdceeoZeoD7y0Tu0j47QMZog6jx3Dp3Pzhf3wF24wpWbUNdpc56iLXPX/wBaFNu7</latexit>

Asin(�R+�S)
UT =

P
q e

2
q h

q
1(x)H

^,q
1 (z,M2

h)P
q e

2
q f

q
1 (x)D

q
1(z,M

2
h)

<latexit sha1_base64="N6waUaxmaflUAbvAtSt4cbr+wi0=">AAADX3ichVJNb9NAEF0nQEuANoUT4rIiQkqkUsUVX8cCPfSCKNC0lbKJtV6v41XXH9pdl4TV/jP+CEe4wolfwNgJpUkrMZK94/dmPG+eNiyk0Kbf/+Y1mjdu3lpbv926c/fexmZ76/6xzkvF+IDlMlenIdVciowPjDCSnxaK0zSU/CQ8e1vxJ+dcaZFnR2ZW8FFKJ5mIBaMGoGDLG7wO7ODIjS3RIuuSIhHBx6f18annAEsxiRVldv6OMNnn0lCSUFN1TFLqAkvDMSkLqlT+mZgcs4svHDlX9VTVxjlMciNSrnEc+GPanQa09xchYS4jPUvhsAmwIbAhCLiGJoZPTb25fa9oNuHOHkAHyCkSrmAzCaDk28x1v2y/C5Lxbg9Gu9a/FVbE15r/q3QJmsu7gPar+ZfnBe1Of6dfB76a+IukgxZxGLR/kyhnZcozwyTVeuj3CzOyVBnBJHctUmpeUHZGJ3wIaUZh7MjWLjj8BJAIx7mCJzO4Ri93WJrqyjyoTKlJ9CpXgddxw9LEr0ZWZEVpeMbmg+JSYjCsukw4EoozI2eQUKYEaMUsoeCygSu39KfoXBR6oXo6l90Ck/xVS64mx7s7/oud5x+edfbeLOxaR4/QY9RFPnqJ9tABOkQDxLyv3g/vp/er8b251txotuelDW/R8wAtRfPhHyjaGok=</latexit>

Asin(�R��S)
UT ⇠

d��̂ab"!c"d
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1 (xa)⌦ h
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1(xb)⌦H

^,c
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h)
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1 (xa)⌦ f b
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1(z,M
2
h)

Slide courtesy of Daniel Pitonyak

Collins, et al. (1994); Bianconi, et al. (1999); Bacchetta, Radici (2003, 2004); Courtoy, et al. (2012); Matevosyan, et al. (2018); 
Radici, et al. (2013, 2015, 2018); Benel, et al. (2020); Pitonyak et al (2023); Cocuzza et al (2023)

Artru-Collins asymmetry, 
10

Observables for DiFFs
Extraction of DiFFs

R. Seidl et al., Phys. Rev. D 96, no. 3, 032005 (2017)

dσ
dz dMh

= 4πα2
em

s ∑
q

e2
q Dq

1 (z, Mh)

SIA Cross Section
D1 can be constrained using 

measurements of dσ/dzdMh from BELLE (2017)



TMD/CT3 ANALYSES OF THE DATA

15Slide courtesy of Daniel Pitonyak

<latexit sha1_base64="g5hfekTAPCgB/QIHO8PbuzplWxI=">AAACGHicbZDLSsNAFIYn9VbrLerSzWARWoSalKIui25cVrAXaGKYTCft4OTSmYlY0jyGG1/FjQtF3Hbn2zhts9DWAwMf/38OZ87vRowKaRjfWm5ldW19I79Z2Nre2d3T9w9aIow5Jk0cspB3XCQIowFpSioZ6UScIN9lpO0+XE/99iPhgobBnRxFxPZRP6AexUgqydHPxgPHvB+WnspjaDEyhJbHEU7MFCbVtORl3mk/g7KjF42KMSu4DGYGRZBVw9EnVi/EsU8CiRkSomsakbQTxCXFjKQFKxYkQvgB9UlXYYB8IuxkdlgKT5TSg17I1QsknKm/JxLkCzHyXdXpIzkQi95U/M/rxtK7tBMaRLEkAZ4v8mIGZQinKcEe5QRLNlKAMKfqrxAPkEpGqiwLKgRz8eRlaFUr5nmldlsr1q+yOPLgCByDEjDBBaiDG9AATYDBM3gF7+BDe9HetE/ta96a07KZQ/CntMkPKJGd9A==</latexit>

|hq
1(x)| 

1

2
(fq

1 (x) + gq1(x))

D. PitonyakD. Pitonyak

e+e- 
Collins

SIDIS 
Collins

Hadron-
in-jet 

Collins

Proton-
proton AN

Lattice 
tensor 

charge(s)

Soffer 
bound Framework

Anselmino, 
et al. (2015) ✓ ✓ X X X ✓ Parton model

Kang, et al. 
(2016) ✓ ✓ X X X ✓ CSS/TMD 

evolution

Lin, et al. 
(2018) X ✓ X X ✓gT X Parton model 

D’Alesio, 
et al. (2020) ✓ ✓ X X X X Parton model 

Cammarota, 
et al. (2020)
JAM3D-20*

✓ ✓ X ✓ X X Parton model 

Transverse Momentum Dependent/Collinear Twist-3 Approach

Note: Predictions exist for hadron-in-jet Collins effect (D’Alesio, et al. (2017); Kang, et al. (2017)) but no 
groups have included the STAR data in a fit.  These are important measurements to use in future studies.

Performed fit both with and without SB
Soffer bound (SB): 

11

*Also included Sivers effects in SIDIS and Drell-Yan

<latexit sha1_base64="IXf/dptWDz333mkO4hJkAC12NbI=">AAACDnicbVDLSgMxFL3js9ZX1aWbYBFclRnxtSy6cVnBPqAdSiZzpw3NPEgyxTL0H3Sr/+FO3PoL/oZfYNrOwrYeCBzOuTc5OV4iuNK2/W2trK6tb2wWtorbO7t7+6WDw4aKU8mwzmIRy5ZHFQoeYV1zLbCVSKShJ7DpDe4mfnOIUvE4etSjBN2Q9iIecEa1kZodn/Z6KLulsl2xpyDLxMlJGXLUuqWfjh+zNMRIM0GVajt2ot2MSs2ZwHGxkypMKBvQHrYNjWiIys2mccfk1Cg+CWJpTqTJVP27kdFQqVHomcmQ6r5a9Cbif1471cGNm/EoSTVGbPZQkAqiYzL5O/G5RKbFyBDKJDdZCetTSZk2Dc3d5A95ovLUT7PYRVOSs1jJMmmcV5yryuXDRbl6m9dVgGM4gTNw4BqqcA81qAODAbzAK7xZz9a79WF9zkZXrHznCOZgff0CmYOdUA==</latexit>
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^ Imposed the SB but allowed for violations given the 
   uncertainties in f1(x) and g1(x)

e+e- 
Collins

SIDIS 
Collins

Hadron-
in-jet 

Collins

Proton-
proton AN

Lattice 
tensor 

charge(s)

Soffer 
bound Framework

Anselmino, 
et al. (2015) ✓ ✓ X X X ✓ Parton model

Kang, et al. 
(2016) ✓ ✓ X X X ✓ CSS/TMD 

evolution

Lin, et al. 
(2018) X ✓ X X ✓gT X Parton model 

D’Alesio, 
et al. (2020) ✓ ✓ X X X X Parton model 

Cammarota, 
et al. (2020)
JAM3D-20*

✓ ✓ X ✓ X X Parton model 

Gamberg, 
et al. (2022)
JAM3D-22*

✓ ✓ X ✓ ✓gT ✓^ Parton model 

D. PitonyakD. Pitonyak

Transverse Momentum Dependent/Collinear Twist-3 Approach

18Performed fit both with and without SB
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^ Imposed the SB but allowed for violations given the 
   uncertainties in f1(x) and g1(x)

e+e- 
Collins

SIDIS 
Collins

Hadron-
in-jet 

Collins

Proton-
proton AN

Lattice 
tensor 

charge(s)

Soffer 
bound Framework

Anselmino, 
et al. (2015) ✓ ✓ X X X ✓ Parton model

Kang, et al. 
(2016) ✓ ✓ X X X ✓ CSS/TMD 

evolution

Lin, et al. 
(2018) X ✓ X X ✓gT X Parton model 

D’Alesio, 
et al. (2020) ✓ ✓ X X X X Parton model 

Cammarota, 
et al. (2020)
JAM3D-20*

✓ ✓ X ✓ X X Parton model 

Gamberg, 
et al. (2022)
JAM3D-22*

✓ ✓ X ✓ ✓gT ✓^ Parton model 

D. PitonyakD. Pitonyak

Transverse Momentum Dependent/Collinear Twist-3 Approach

18Performed fit both with and without SB
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proton

lepton lepton

pion

electron

positron
pion

proton

proton

pion

AN asymmetry 
STAR, PHENIX, BRAHMS data 

To demonstrate the 
common origin of SSAs 
in various processes, we 

will combine all 
available data and 

extract a universal set of 
non perturbative 

functions that describes 
all of them 

e+e–

SIDIS

PP

Drell-Yan and W,Z

proton positron

electronprotonpion

Sivers asymmetries 
COMPASS, STAR data

Sivers, Collins asymmetries 
COMPASS, HERMES, JLab data

Collins asymmetries 
BELLE, BaBar, BESIII data

JAM20: Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato Phys.Rev.D 102 (2020) 5, 05400 (2020)

JAM22: Gamberg, Malda, Miller, Pitonyak, Prokudin, Sato, Phys.Rev.D 106 (2022) 3, 034014
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3

Observable Reactions Non-Perturbative Function(s) �2
/Npts. Exp. Refs.

A
Siv
SIDIS e + (p, d)" ! e + (⇡+

,⇡
�
,⇡

0) + X f
?
1T (x, k2

T ) 150.0/126 = 1.19 [67, 68, 70]
A

Col
SIDIS e + (p, d)" ! e + (⇡+

,⇡
�
,⇡

0) + X h1(x, k
2
T ), H?

1 (z, z2
p
2
?) 111.3/126 = 0.88 [68, 70, 73]

A
Col
SIA e

+ + e
� ! ⇡

+
⇡

�(UC,UL) + X H
?
1 (z, z2

p
2
?) 154.5/176 = 0.88 [76–79]

A
Siv
DY ⇡

�+ p
" ! µ

+
µ

� + X f
?
1T (x, k2

T ) 5.96/12 = 0.50 [75]
A

Siv
DY p

" + p ! (W+
,W

�
, Z) + X f

?
1T (x, k2

T ) 31.8/17 = 1.87 [74]
A

h
N p

" + p ! (⇡+
,⇡

�
,⇡

0) + X h1(x), FFT (x, x) = 1
⇡ f

?(1)
1T (x), H?(1)

1 (z) 66.5/60 = 1.11 [7, 9, 10, 13]

TABLE I. Summary of the SSAs analyzed in our global fit. There are a total of 18 observables when one accounts for the
various initial and final states. This includes the “unlike-charged” (UC) and “unlike-like” (UL) pion combinations for A

Col
SIA.

For f
?
1T , h1 we have up and down quarks, while for H

?
1 we have favored and unfavored fragmentation. This gives a total of 6

non-perturbative functions. We also include �
2
/Npts. for each observable in our fit, where Npts. is the number of data points.

For the TMD FFs, the unpolarized function is
parametrized as

D
h/q

1 (z, z
2
p
2
?) = D

h/q

1 (z) Gh/q

D1
(z

2
p
2
?) , (6)

while the Collins FF reads

H
?h/q

1 (z, z
2
p
2
?) =

2z
2
M

2
h

hp2
?ih/q

H
?
1

H
?(1)
1 h/q

(z) Gh/q

H
?
1

(z
2
p
2
?) , (7)

where we have explicitly written its z dependence in
terms of its first moment H

?(1)
1 h/q

(z) [84]. For f
q

1 (x) and
D

q

1(z) we use the leading order CJ15 [94] and DSS [95]
functions. The pion PDFs are taken from Ref. [96].

Note Eqs. (3), (5), (7) make clear that the underlying
non-perturbative functions, h1(x), FFT (x, x), H

?(1)
1 (z),

that drive the (TMD) SSAs A
Siv
SIDIS, A

Col
SIDIS, A

Siv
DY, and

A
Col
SIA, are the same collinear functions that enter the SSA

A
h

N
(along with H̃(z)). We generically parametrize these

collinear functions as

F
q
(x)=

Nq x
aq (1 � x)

bq (1 + �q x
↵q (1 � x)

�q )

B[aq+2, bq+1] + �qB[aq+↵q+2, bq+�q+1]
,

(8)
where F

q
= h

q

1, ⇡F
q

FT
, H

?(1)
1 h/q

(with x ! z for the Collins
function), and B is the Euler beta function. In the
course of our analysis, we found that H̃(z) was consistent
with zero within error bands. Moreover, if one considers
the relative error of the moment F

(1) ⌘
R 1
0 dx xF (x) of

the various functions in our fit, h1(x), ⇡FFT (x, x), and
H

?(1)
1 (z) all have �F

(1)
/F

(1) . 1.5, whereas for H̃(z),
�F

(1)
/F

(1) � 1.5. This indicates that there is no signifi-
cant signal for H̃(z) from A

h

N
data alone, and the func-

tion simply emerges as noise in our fit. Therefore, data
on the aforementioned (PhT -integrated) A

sin �S

UT
asymme-

try in SIDIS is needed to properly constrain H̃(z). For
now, we set H̃(z) to zero, which is consistent with pre-
liminary data from HERMES [97] and COMPASS [98]
showing a small A

sin �S

UT
.

For the collinear PDFs h
q

1(x) and ⇡F
q

FT
(x, x), we only

allow q = u, d and set anti-quark functions to zero. For
both functions we also set bu = bd. For the collinear
FF H

?(1)
1 h/q

(z), we allow for favored (fav) and unfavored

(unf) parameters. We also found that the set of pa-
rameters {�, ↵, �} is needed only for H

?(1)
1 h/q

(z), due to
the fact that the data for A

Col
SIA has a different shape at

smaller versus larger z. Since those data (and the ones
for A

Col
SIDIS) are at z & 0.2, we set ↵fav = ↵unf = 0,

similar to what has been done in fits of unpolarized
collinear FFs [95]. This gives us a total of 20 param-
eters for the collinear functions. There are also 4 pa-
rameters for the transverse momentum widths associated
with h1, f

?
1T

, and H
?
1 : hk2

T
iu

f
?
1T

= hk2
T
id

f
?
1T

⌘ hk2
T
i
f

?
1T

;

hk2
T
iu

h1
= hk2

T
id

h1
⌘ hk2

T
ih1 ; hp2

?ifav

H
?
1

and hp2
?iunf

H
?
1

.
We simultaneously extract unpolarized TMD widths

by including HERMES pion and kaon multiplicities [99]
in our fit, which involves 6 more parameters associated
with the valence and sea unpolarized PDF widths, and fa-
vored and unfavored unpolarized FF widths for pions and
for kaons: hk2

T
ival

f1
, hk2

T
isea

f1
, hp2

?ifav

D
{⇡,K}
1

, hp2
?iunf

D
{⇡,K}
1

. The
pion PDF widths are taken to be the same as those for
the proton. We include normalization parameters for each
data set that vary within the quoted experimental nor-
malization uncertainties. This results in an additional 77
“nuisance” parameters.

We use Bayesian inference in order to sample the pos-
terior distribution for all parameters. Due to the large
dimensionality of the parameter space, we use the multi-
step strategy in the Monte Carlo framework developed
in Ref. [100]. Our partonic distributions are inferred
from about 1000 Monte Carlo samples drawn from the
Bayesian posterior distribution.

We also implement a DGLAP-type evolution of
the collinear functions analogous to Ref. [101], where
a double-logarithmic Q

2-dependent term is explicitly
added to the parameters. Note that the transverse mo-
mentum widths do not vary with Q

2. We leave a more
rigorous treatment of the complete TMD and CT3 evo-
lution for future work.
Phenomenological Results. Using the above method-
ology, we fit SSA data from HERMES [67, 73], COM-
PASS [68, 70, 75], Belle [76], BaBar [77, 78], BESIII [79],
BRAHMS [9], and STAR [7, 10, 13, 74]. For A

Siv
SIDIS,

A
Col
SIDIS, A

Col
SIA, and A

h

N
, we focus on pion production data,

while for A
Siv
DY we use both the µ

+
µ

� pair production data

18 observables and 6 non-perturbative functions (Sivers up/down; 
transversity up/down; Collins favored/unfavored)

Broad kinematical coverage to test universality
The analysis is performed at parton level leading order, gaussian model is 
used for TMDs, and DGLAP-type evolution is implemented  

Jefferson Lab Angular Momentum Collaboration  
https://www.jlab.org/theory/jam

Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato (2020)

h1(x), FFT (x, x),H
?(1)
1 (z), H̃(z)
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The relevant set of collinear functions to extract

h1(x)
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fragmentation twist-3 function

3

Observable Reactions NP Function(s) Npts. �2
Exp. Refs.

A
Siv
SIDIS e + (p, d)" ! (⇡+

,⇡
�) + X f

?
1T 88 ... [67, 68]

A
Col
SIDIS e + (p, d)" ! (⇡+

,⇡
�
,⇡

0) + X h1, H
?
1 126 ... [68–70]

A
Col
SIA e

+ + e
� ! ⇡

+
⇡
�(UC,UL) + X H

?
1 176 ... [71–74]

A
Siv
DY ⇡

� + p
" ! µ

+
µ
� + X f

?
1T 12 ... [75]

A
Siv
DY p

" + p ! (W+
,W

�
, Z) + X f

?
1T 17 ... [76]

AN p
" + p ! (⇡+

,⇡
�
,⇡

0) + X h1, FFT (= 1
⇡ f

?(1)
1T ), H?(1)

1 , H̃ 60 ... [7, 9, 10, 13]

TABLE I. Summary of the SSAs analyzed in our global fit. There are in total 18 observables when one accounts for the various
initial and final states. This includes the “unlike-charged” (UC) and “unlike-like” (UL) combiniations for A

Col
SIA. For f

?
1T , h1 we

have functions for u and d quarks, while for H
?
1 , H̃ we have functions for favored and unfavored fragmentation. This gives a

total of 8 non-perturbative (NP) functions. We also include the total number of data points Npts. and �
2 for each observable.

order to test universality. SIDIS (after certain data cuts)
covers a region x . 0.6, 0.2 . z . 0.6, and 2 . Q

2 .
40 GeV2. SIA data has 0.2 . z . 0.8 and Q

2 ⇡ 13 GeV2

or 110 GeV2. For DY data, 0.1 . x . 0.35 and Q
2 ⇡

30 GeV2 or (80 GeV)2. Lastly, AN integrates from xmin

to 1 and zmin to 1, where 0.2 . (xmin, zmin) . 0.7, with
1 . Q

2 . 13 GeV2. So within this restricted range we
can strictly test universality.
Methodology. In order to perform our global analysis
of SSAs, we must postulate a functional form for the non-
perturbative functions. Since we do not want to over-
complicate our analysis, and owing to the fact that we
use the lowest order relations between CT3 and TMD
functions, for the TMDs we will employ a Gaussian for
the transverse momentum dependence and only use a
DGLAP-type evolution in Q

2 for the collinear factors.
This is a standard approach within the literature – see,
e.g., Refs. [77–79]. The dependence of the TMDs on the
parton longitudinal momentum fraction is constructed
from the collinear functions that arise in the OPE.

The type of parameterization just outlined does not
have the complete features of TMD evolution, in partic-
ular the broadening of the widths of the TMDs. However,
it was shown that analyses [80, 81] utilizing this param-
eterization are compatible with results using full TMD
evolution [62, 82–84]. In addition, asymmetries are ra-
tios of cross sections and in such ratios evolution effects
may mostly cancel out [84].

For the unpolarized and transversity TMDs we have
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T
iq
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#
. (2)

The Sivers function reads
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) , (3)

where we have used the fact that ⇡FFT (x, x) =

f
?(1)
1T

(x) [56]. The transverse widths hk2
T
iq

f
are in general

flavor dependent, and can be functions of x, although
here we assume there is no x dependence.

For the TMD FFs, the unpolarized function is param-
eterized as

D
h/q

1 (z, p
2
?) = D

h/q
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D1
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?) , (4)

while the Collins FF reads
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where we have explicitly written its z dependence in
terms of its first moment H

?(1)
1 h/q

(z) [62]. The p
2
? depen-

dence of the functions Gh/q

D1
and Gh/q

H
?
1

is in analogy with
(2), with the width hp2

?ih/q likewise independent of z. For
f

q

1 (x) and D
q

1(z) we use the leading order CJ15 [85] and
DSS [86] functions, respectively. The pion PDFs (needed
for the DY data from COMPASS) are taken from [CITE].

Note Eqs. (1), (3), (5) make fully manifest that the
underlying non-perturbative objects, h1(x), FFT (x, x),
H

?(1)
1 (z), that drive the (TMD) SSAs A

Siv
SIDIS, A

Col
SIDIS,

A
Siv
DY, and A

Col
SIA, are the same collinear functions that en-

ter the (twist-3) SSA AN (along with H̃(z)). We generi-
cally parameterize these collinear functions as

F
q(x) =

Nq x
aq (1 � x)bq (1 + �q x

↵q (1 � x)�q )

B[aq+2, bq+1] + �qB[aq+↵q+2, bq+�q+1]
,

(6)
where F

q = h
q

1, F
q

FT
, H

?(1)
1 h/q

, H̃
h/q (with x ! z for the

latter two functions).
For the collinear PDFs h

q

1(x) and F
q

FT
(x, x), we only

allow q = u, d and set anti-quark functions to zero. For
both functions we also set bu = bd. For the collinear
FFs H

?(1)
1 h/q

(z) and H̃
h/q(z), we allow for favored (fav)

⇡
+
/u = ⇡

+
/d̄ and unfavored (unf) ⇡

+
/d = ⇡

+
/ū =

⇡
+
/s = ⇡

+
/s̄ parameters and use charge conjugation to

fix the ⇡
�

/q parameters. The ⇡
0 FFs are set to be the

average of the ⇡
+ and ⇡

� functions.
In the course of our analysis, we found that H̃(z) was

consistent with zero within error bands. Moreover, the
relative error was over 200% (or much larger in some re-
gions of z), indicating that the extracted function was
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tities. One such relation is [64]
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where FFT (x, x) is the Qiu-Sterman CT3 matrix element,
and f

?(1)
1T

(x) is the first moment of the TMD Sivers func-
tion f

?
1T

(x, k
2
T
) [65, 66]. The dependence of this relation

on the energy scale is under further investigation since
TMDs and CT3 functions have different divergences that
make their evolution principally different. As mentioned,
here we use parton model identities and do not address
their validity beyond leading order [60–63]. We also em-
ploy a Gaussian parametrization for the transverse mo-
mentum dependence of all TMDs. This assumes that
most of the transverse momentum dependence is non-
perturbative and is thus related to intrinsic properties of
the colliding hadrons rather than to hard gluon radiation.

A central focus of TMD asymmetries has been on
the Sivers and Collins SSAs in SIDIS, A

sin(�h��S)
UT

⌘
A

Siv
SIDIS [67–72] and A

sin(�h+�S)
UT
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Col
SIDIS [68–71, 73];

Sivers SSA in DY, A
Siv
DY, for W

±
/Z production ⌘
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[74] and for µ

+
µ

� production⌘A
sin �S

T,µ+µ� [75]; and
Collins SSA in SIA, A

Col
SIA [76–80]. The relevant TMDs

probed by these processes [35–40] are the transversity
TMD h1(x, k

2
T
) [81], the Sivers function f

?
1T

(x, k
2
T
) [65,

66], and Collins function H
?
1 (z, z

2
p
2
?) [82]. Each of

them can be written in terms of a collinear counter-
part using the OPE. The function h1(x, k

2
T
) is related

to the collinear (twist-2) transversity function h1(x) [83];
f

?
1T

(x, k
2
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) to the Qiu-Sterman function FFT (x, x) [60];

and H
?
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?) to its first p?-moment [84],
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where Mh is the hadron mass and p? the parton trans-
verse momentum.

The same set of functions, h1(x), FFT (x, x), H
?(1)
1 (z),

that arise in the OPE of TMDs are also the non-
perturbative objects that drive the collinear SSA A

h

N
in

p
"
p ! h X [26, 28, 30–32]. In fact, in the CT3 frame-

work, the main cause of A
h

N
can be explained by the

coupling of h1(x) to H
?(1)
1 (z) and another multi-parton

correlator H̃(z) [56, 57]. The latter generates the PhT -
integrated SIDIS A

sin �S

UT
asymmetry by coupling with

h1(x) [38].
One can therefore argue that SSAs have a common

origin, namely, multi-parton correlations. We present,
for the first time, a phenomenological verification of this
assertion by simultaneously fitting A

Siv
SIDIS, A

Col
SIDIS, A

Siv
DY,

A
Col
SIA, and A

h

N
, and extracting the non-perturbative func-

tions h1(x), FFT (x, x), and H
?(1)
1 (z), along with the rel-

evant transverse momentum widths. (Ultimately, H̃(z)

was set to zero in our analysis, as will be explained in the
Methodology section.)

We further claim that such an analysis exhibits univer-
sal properties for the underlying partonic functions and
therefore operates as a consistency test on the validity
of the theoretical framework itself. In particular, a set
of necessary conditions for a universality test is as fol-
lows: 1) The system must be over-constrained. That is,
the number of equations relating partonic functions to
observables must be larger than the total number of par-
tonic functions. 2) Each function must appear at least
twice in such equations. 3) There must be reasonable
kinematical coverage between observables. These condi-
tions are satisfied in the present analysis, as summarized
in Table I. There is also considerable kinematical overlap
in x, z, and Q

2 between the observables. SIDIS covers a
region x . 0.3, 0.2 . z . 0.6, and 2 . Q

2 . 40 GeV
2.

SIA data has 0.2 . z . 0.8 and Q
2 ⇡ 13 GeV

2 or
110 GeV

2. For DY data, 0.1 . x . 0.35 and Q
2 ⇡

30 GeV
2 or (80 GeV)

2. Lastly, A
h

N
integrates from xmin

to 1 and zmin to 1, where 0.2 . (xmin, zmin) . 0.7, with
1 . Q

2 . 13 GeV
2.

Methodology. In order to perform our global analy-
sis, we must postulate a functional form for the non-
perturbative functions. Since we use the parton model re-
lations between CT3 and TMD functions, for the TMDs
we will employ a simple Gaussian parametrization for the
transverse momentum dependence. This is a standard
approach within the literature – see, e.g., Refs. [85–87].
The dependence of the TMDs on the parton longitudi-
nal momentum fraction is constructed from the collinear
functions that arise in the OPE.

This type of parametrization does not have the com-
plete features of TMD evolution, in particular the broad-
ening of the transverse momentum widths. However,
it was shown in Refs. [88, 89] that utilizing such a
parametrization gives results that are compatible with
full TMD evolution [84, 90–93]. In addition, asymme-
tries are ratios of cross sections where evolution effects
tend to cancel out [93].

For the unpolarized and transversity TMDs we have
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flavor dependent, and can be functions of x, although
here we assume there is no x dependence.
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on the energy scale is under further investigation since
TMDs and CT3 functions have different divergences that
make their evolution principally different. As mentioned,
here we use parton model identities and do not address
their validity beyond leading order [60–63]. We also em-
ploy a Gaussian parametrization for the transverse mo-
mentum dependence of all TMDs. This assumes that
most of the transverse momentum dependence is non-
perturbative and is thus related to intrinsic properties of
the colliding hadrons rather than to hard gluon radiation.
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where Mh is the hadron mass and p? the parton trans-
verse momentum.

The same set of functions, h1(x), FFT (x, x), H
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that arise in the OPE of TMDs are also the non-
perturbative objects that drive the collinear SSA A
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in
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integrated SIDIS A
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One can therefore argue that SSAs have a common

origin, namely, multi-parton correlations. We present,
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was set to zero in our analysis, as will be explained in the
Methodology section.)

We further claim that such an analysis exhibits univer-
sal properties for the underlying partonic functions and
therefore operates as a consistency test on the validity
of the theoretical framework itself. In particular, a set
of necessary conditions for a universality test is as fol-
lows: 1) The system must be over-constrained. That is,
the number of equations relating partonic functions to
observables must be larger than the total number of par-
tonic functions. 2) Each function must appear at least
twice in such equations. 3) There must be reasonable
kinematical coverage between observables. These condi-
tions are satisfied in the present analysis, as summarized
in Table I. There is also considerable kinematical overlap
in x, z, and Q
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Methodology. In order to perform our global analy-
sis, we must postulate a functional form for the non-
perturbative functions. Since we use the parton model re-
lations between CT3 and TMD functions, for the TMDs
we will employ a simple Gaussian parametrization for the
transverse momentum dependence. This is a standard
approach within the literature – see, e.g., Refs. [85–87].
The dependence of the TMDs on the parton longitudi-
nal momentum fraction is constructed from the collinear
functions that arise in the OPE.

This type of parametrization does not have the com-
plete features of TMD evolution, in particular the broad-
ening of the transverse momentum widths. However,
it was shown in Refs. [88, 89] that utilizing such a
parametrization gives results that are compatible with
full TMD evolution [84, 90–93]. In addition, asymme-
tries are ratios of cross sections where evolution effects
tend to cancel out [93].
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flavor dependent, and can be functions of x, although
here we assume there is no x dependence.
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FIG. 1. The extracted functions h1(x), f
?(1)
1T (x), and

H
?(1)
1 (z) at Q

2 = 4 GeV2 from our (JAM20) global analy-
sis (red solid curves with 1-� CL error bands). The functions
from other groups [84, 87–89, 92, 102–104] are also shown.

from COMPASS and the weak gauge boson production
data from STAR. For A

Col
SIA we have only included the so-

called A0 asymmetry since this observable has a TMD
factorization theorem. We only include A

⇡

N
data with

PhT > 1 GeV in order to stay within the regime where
the CT3 formalism is applicable. Similarly, we do not
include low-energy SSA data from JLab due to concerns
about the pion production mechanism at relatively low
energies [105–107]. The standard cuts [108] of 0.2 < z <

0.6, Q
2

> 1.63 GeV
2
, and 0.2 < PhT < 0.9 GeV have

been applied to all SIDIS data sets, giving us a total of
517 SSA data points in the fit along with 807 HERMES
multiplicity [99] data points.

The extracted functions [109] and their comparison
to other groups are shown in Fig. 1. We obtain a
good agreement between theory and experiment, as illus-
trated in Figs. 2–4. Specifically we find (�

2
/Npts.)SSA =

520/517 = 1.01 for SSA data alone, and �
2
/Npts. =

1373/1324 = 1.04 for all data, including HERMES mul-
tiplicities.

FIG. 2. Theory compared to experiment for A
Col
SIA.

FIG. 3. Theory compared to experiment for A
Col/Siv
SIDIS .

FIG. 4. Theory compared to experiment for A
⇡
N and A

Siv
DY.

Figure 5 gives our extracted tensor charges of the nu-
cleon. The individual flavor charges �q ⌘

R 1
0 dx [h

q

1(x) �
h

q̄

1(x)] are shown along with the isovector combination
gT ⌘ �u � �d. We compare our results to those from lat-
tice computations at the physical point [110–112], other
phenomenological extractions [84, 87, 102–104, 113, 114],
and a calculation using Dyson-Schwinger equations [115].
One clearly notices the strong impact of including more
SSA data sets in our fit, which highlights the importance
of carrying out a simultaneous extraction of partonic
functions in a global analysis. In going from SIDIS !

Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato (2020)
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FIG. 1. The extracted functions h1(x), f
?(1)
1T (x), and

H
?(1)
1 (z) at Q

2 = 4 GeV2 from our (JAM20) global analy-
sis (red solid curves with 1-� CL error bands). The functions
from other groups [84, 87–89, 92, 102–104] are also shown.

from COMPASS and the weak gauge boson production
data from STAR. For A

Col
SIA we have only included the so-

called A0 asymmetry since this observable has a TMD
factorization theorem. We only include A

⇡

N
data with

PhT > 1 GeV in order to stay within the regime where
the CT3 formalism is applicable. Similarly, we do not
include low-energy SSA data from JLab due to concerns
about the pion production mechanism at relatively low
energies [105–107]. The standard cuts [108] of 0.2 < z <

0.6, Q
2

> 1.63 GeV
2
, and 0.2 < PhT < 0.9 GeV have

been applied to all SIDIS data sets, giving us a total of
517 SSA data points in the fit along with 807 HERMES
multiplicity [99] data points.

The extracted functions [109] and their comparison
to other groups are shown in Fig. 1. We obtain a
good agreement between theory and experiment, as illus-
trated in Figs. 2–4. Specifically we find (�

2
/Npts.)SSA =

520/517 = 1.01 for SSA data alone, and �
2
/Npts. =

1373/1324 = 1.04 for all data, including HERMES mul-
tiplicities.

FIG. 2. Theory compared to experiment for A
Col
SIA.
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FIG. 3. Theory compared to experiment for A
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FIG. 4. Theory compared to experiment for A
⇡
N and A

Siv
DY.

Figure 5 gives our extracted tensor charges of the nu-
cleon. The individual flavor charges �q ⌘

R 1
0 dx [h

q

1(x) �
h

q̄

1(x)] are shown along with the isovector combination
gT ⌘ �u � �d. We compare our results to those from lat-
tice computations at the physical point [110–112], other
phenomenological extractions [84, 87, 102–104, 113, 114],
and a calculation using Dyson-Schwinger equations [115].
One clearly notices the strong impact of including more
SSA data sets in our fit, which highlights the importance
of carrying out a simultaneous extraction of partonic
functions in a global analysis. In going from SIDIS !

JAM20: Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato Phys.Rev.D 102 (2020) 5, 05400 (2020)
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FIG. 1. The extracted functions h1(x), f
?(1)
1T (x), and

H
?(1)
1 (z) at Q

2 = 4 GeV2 from our (JAM20) global analy-
sis (red solid curves with 1-� CL error bands). The functions
from other groups [84, 87–89, 92, 102–104] are also shown.

from COMPASS and the weak gauge boson production
data from STAR. For A

Col
SIA we have only included the so-

called A0 asymmetry since this observable has a TMD
factorization theorem. We only include A

⇡

N
data with

PhT > 1 GeV in order to stay within the regime where
the CT3 formalism is applicable. Similarly, we do not
include low-energy SSA data from JLab due to concerns
about the pion production mechanism at relatively low
energies [105–107]. The standard cuts [108] of 0.2 < z <

0.6, Q
2

> 1.63 GeV
2
, and 0.2 < PhT < 0.9 GeV have

been applied to all SIDIS data sets, giving us a total of
517 SSA data points in the fit along with 807 HERMES
multiplicity [99] data points.

The extracted functions [109] and their comparison
to other groups are shown in Fig. 1. We obtain a
good agreement between theory and experiment, as illus-
trated in Figs. 2–4. Specifically we find (�

2
/Npts.)SSA =

520/517 = 1.01 for SSA data alone, and �
2
/Npts. =

1373/1324 = 1.04 for all data, including HERMES mul-
tiplicities.
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FIG. 2. Theory compared to experiment for A
Col
SIA.

FIG. 3. Theory compared to experiment for A
Col/Siv
SIDIS .

FIG. 4. Theory compared to experiment for A
⇡
N and A

Siv
DY.

Figure 5 gives our extracted tensor charges of the nu-
cleon. The individual flavor charges �q ⌘

R 1
0 dx [h

q

1(x) �
h

q̄

1(x)] are shown along with the isovector combination
gT ⌘ �u � �d. We compare our results to those from lat-
tice computations at the physical point [110–112], other
phenomenological extractions [84, 87, 102–104, 113, 114],
and a calculation using Dyson-Schwinger equations [115].
One clearly notices the strong impact of including more
SSA data sets in our fit, which highlights the importance
of carrying out a simultaneous extraction of partonic
functions in a global analysis. In going from SIDIS !

JAM20: Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato Phys.Rev.D 102 (2020) 5, 05400 (2020)



UNIVERSAL GLOBAL FIT 2020

25

Drell-Yan

STAR COMPASS DY

�2

npoints
=

7.6

12
= 0.63

<latexit sha1_base64="7y7nOguT5tMiNGiL6YOYjScvomU=">AAACF3icbVDLSsNAFJ34rPUVdelmsAiuQlJL60YounFZwT6giWUynbRDJ5MwMxFKyF+48VfcuFDEre78GydtFtp64MLhnHu59x4/ZlQq2/42VlbX1jc2S1vl7Z3dvX3z4LAjo0Rg0sYRi0TPR5IwyklbUcVILxYEhT4jXX9ynfvdByIkjfidmsbEC9GI04BipLQ0MC03EAinLh7T+2qW8jiiXMkMXsK50bDqWepUc8G26ucDs2Jb9gxwmTgFqYACrYH55Q4jnISEK8yQlH3HjpWXIqEoZiQru4kkMcITNCJ9TTkKifTS2V8ZPNXKEAaR0MUVnKm/J1IUSjkNfd0ZIjWWi14u/uf1ExVceCnlcaIIx/NFQcKgimAeEhxSQbBiU00QFlTfCvEY6TyUjrKsQ3AWX14mnarl1Kzaba3SvCriKIFjcALOgAMaoAluQAu0AQaP4Bm8gjfjyXgx3o2PeeuKUcwcgT8wPn8AkYWeOA==</latexit>

�2

npoints
=

29.8

17
= 1.75

<latexit sha1_base64="nnX8jK7EH7+Usm42KibQjQp1o2o=">AAACGHicbVDLSsNAFJ3UV62vqEs3g0VwFZNSaV0IRTcuK9gHNLVMppN26GQSZiZCCfkMN/6KGxeKuO3Ov3HSZqGtBy4czrmXe+/xIkalsu1vo7C2vrG5Vdwu7ezu7R+Yh0dtGcYCkxYOWSi6HpKEUU5aiipGupEgKPAY6XiT28zvPBEhacgf1DQi/QCNOPUpRkpLA/PC9QXCiYvH9LGSJjwKKVcyhddwYVSurHqaOLVMcaza5cAs25Y9B1wlTk7KIEdzYM7cYYjjgHCFGZKy59iR6idIKIoZSUtuLEmE8ASNSE9TjgIi+8n8sRSeaWUI/VDo4grO1d8TCQqknAae7gyQGstlLxP/83qx8uv9hPIoVoTjxSI/ZlCFMEsJDqkgWLGpJggLqm+FeIx0IEpnWdIhOMsvr5J2xXKqVvW+Wm7c5HEUwQk4BefAATXQAHegCVoAg2fwCt7Bh/FivBmfxteitWDkM8fgD4zZDyW+noE=</latexit>

4

FIG. 1. The extracted functions h1(x), f
?(1)
1T (x), and

H
?(1)
1 (z) at Q

2 = 4 GeV2 from our (JAM20) global analy-
sis (red solid curves with 1-� CL error bands). The functions
from other groups [84, 87–89, 92, 102–104] are also shown.

from COMPASS and the weak gauge boson production
data from STAR. For A

Col
SIA we have only included the so-

called A0 asymmetry since this observable has a TMD
factorization theorem. We only include A

⇡

N
data with

PhT > 1 GeV in order to stay within the regime where
the CT3 formalism is applicable. Similarly, we do not
include low-energy SSA data from JLab due to concerns
about the pion production mechanism at relatively low
energies [105–107]. The standard cuts [108] of 0.2 < z <

0.6, Q
2

> 1.63 GeV
2
, and 0.2 < PhT < 0.9 GeV have

been applied to all SIDIS data sets, giving us a total of
517 SSA data points in the fit along with 807 HERMES
multiplicity [99] data points.

The extracted functions [109] and their comparison
to other groups are shown in Fig. 1. We obtain a
good agreement between theory and experiment, as illus-
trated in Figs. 2–4. Specifically we find (�

2
/Npts.)SSA =

520/517 = 1.01 for SSA data alone, and �
2
/Npts. =

1373/1324 = 1.04 for all data, including HERMES mul-
tiplicities.

FIG. 2. Theory compared to experiment for A
Col
SIA.

FIG. 3. Theory compared to experiment for A
Col/Siv
SIDIS .
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Figure 5 gives our extracted tensor charges of the nu-
cleon. The individual flavor charges �q ⌘

R 1
0 dx [h

q

1(x) �
h

q̄

1(x)] are shown along with the isovector combination
gT ⌘ �u � �d. We compare our results to those from lat-
tice computations at the physical point [110–112], other
phenomenological extractions [84, 87, 102–104, 113, 114],
and a calculation using Dyson-Schwinger equations [115].
One clearly notices the strong impact of including more
SSA data sets in our fit, which highlights the importance
of carrying out a simultaneous extraction of partonic
functions in a global analysis. In going from SIDIS !

JAM20: Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato Phys.Rev.D 102 (2020) 5, 05400 (2020)
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FIG. 1. The extracted functions h1(x), f
?(1)
1T (x), and

H
?(1)
1 (z) at Q

2 = 4 GeV2 from our (JAM20) global analy-
sis (red solid curves with 1-� CL error bands). The functions
from other groups [84, 87–89, 92, 102–104] are also shown.

from COMPASS and the weak gauge boson production
data from STAR. For A

Col
SIA we have only included the so-

called A0 asymmetry since this observable has a TMD
factorization theorem. We only include A

⇡

N
data with

PhT > 1 GeV in order to stay within the regime where
the CT3 formalism is applicable. Similarly, we do not
include low-energy SSA data from JLab due to concerns
about the pion production mechanism at relatively low
energies [105–107]. The standard cuts [108] of 0.2 < z <

0.6, Q
2

> 1.63 GeV
2
, and 0.2 < PhT < 0.9 GeV have

been applied to all SIDIS data sets, giving us a total of
517 SSA data points in the fit along with 807 HERMES
multiplicity [99] data points.

The extracted functions [109] and their comparison
to other groups are shown in Fig. 1. We obtain a
good agreement between theory and experiment, as illus-
trated in Figs. 2–4. Specifically we find (�

2
/Npts.)SSA =

520/517 = 1.01 for SSA data alone, and �
2
/Npts. =

1373/1324 = 1.04 for all data, including HERMES mul-
tiplicities.

FIG. 2. Theory compared to experiment for A
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FIG. 3. Theory compared to experiment for A
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Figure 5 gives our extracted tensor charges of the nu-
cleon. The individual flavor charges �q ⌘

R 1
0 dx [h

q

1(x) �
h

q̄

1(x)] are shown along with the isovector combination
gT ⌘ �u � �d. We compare our results to those from lat-
tice computations at the physical point [110–112], other
phenomenological extractions [84, 87, 102–104, 113, 114],
and a calculation using Dyson-Schwinger equations [115].
One clearly notices the strong impact of including more
SSA data sets in our fit, which highlights the importance
of carrying out a simultaneous extraction of partonic
functions in a global analysis. In going from SIDIS !

JAM20: Cammarota, Gamberg, Kang, Miller, Pitonyak, Prokudin, Rogers, Sato Phys.Rev.D 102 (2020) 5, 05400 (2020)
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2. The Qiu-Sterman and fragmentation contributions to p" p! ⇡ X

We consider TSSAs in the single-inclusive production of pions from proton-proton collision,

p(P, SP) + p(P0)! ⇡(Ph) + X , (3)

where we have indicated the momenta and polarizations of the particles. We also define the Mandelstam variables
S ,T,U as

S = (P + P
0)2 , T = (P � Ph)2 , U = (P0 � Ph)2 . (4)

All three terms in Eq. (1) enter into the analysis. However, as stated in the Introduction, we will focus on the qgq SGP
(QS) piece of the first term and the third (fragmentation) term. The definitions of the relevant functions can be found
in Refs. [1, 25]. First, we give the expression for the QS term, which reads [6, 8]

Ehd�QS(S P)
d3~Ph

= �
4↵2

S
M

S
✏P
0
PPhS P

X

i

X

a,b,c

Z 1

0

dz

z3

Z 1

0
dx
0

Z 1

0
dx �(ŝ + t̂ + û)

⇥
⇡

ŝû
f

b

1 (x
0) D

⇡/c
1 (z)

"
F

a

FT
(x, x) � x

dF
a

FT
(x, x)

dx

#
S

i

FFT
, (5)

where
P

i is a sum over all partonic interaction channels, M is the proton mass, ↵s = g
2/4⇡ with g the strong coupling,

f1 (D1) is the standard twist-2 unpolarized PDF (FF), and the Levi-Civita tensor is defined with ✏0123 = +1. We have
also made explicit that parton c fragments into a pion. The hard factors are denoted by S

i

FFT

and can be found in
Appendix A of Ref. [8]. They are functions of the partonic Mandelstam variables ŝ = xx

0
S , t̂ = xT/z, and û = x

0
U/z.

One also has an identity that relates the QS function to the first kT -moment of the Sivers function [44],

⇡Fq

FT
(x, x) = f

?(1),q
1T

(x)
���
S IDIS

= � f
?(1),q
1T

(x)
���
DY
. (6)

where

f
?(1),q
1T

(x) ⌘
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d
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~k2
T

2M2 f
?

1T
(x,~k2

T
) . (7)

In Eq. (6) we have indicated that the Sivers function is either the one extracted from semi-inclusive deep-inelastic
scattering (SIDIS) or Drell-Yan (DY).

Next, we look at the fragmentation term, which was first fully calculated in Ref. [21] and reads

Ehd�Frag(S P)
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= �
4↵2

s
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Z 1
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ŝ (�x0 t̂ � xû)
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1 (x
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8>><
>>:
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1 (z)
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3
777775 S

i
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?

1
+

1
z

H
⇡/c(z) S

i
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+
2
z

Z
1

z

dz1

z
2
1

1
⇣

1
z
�

1
z1

⌘2 Ĥ
⇡/c,=
FU

(z, z1) S
i

ĤFU

)
, (8)

where Mh is the pion mass, and h1 is the standard twist-2 transversity PDF. The hard factors for each term are
represented by S

i and can be found in Appendix A of Ref. [21].5
The functions H

?(1)
1 (z), H(z), and Ĥ

=

FU
(z, z1) are the kinematical, intrinsic, and dynamical, respectively, unpolar-

ized twist-3 FFs discussed in the Introduction. In particular, H
?(1)
1 (z) is the first p?-moment of the Collins function,

defined as

H
?(1),q
1 (z) ⌘ z

2
Z

d
2~p?

~p 2
?

2M
2
h

H
?,q
1 (z, z2~p 2

?) . (9)

5Note that in Ref. [21], Ĥ(z) ⌘ H
?(1)
1 (z).

3

Integration over x for transversity, conservation of momenta in ab→cd:

RHIC data is sensitive to high-x behavior of transversity quark-gluon channel is 
dominant contribution for large xF 

function, respectively, that have been extracted from TMD processes [54, 55, 65–71]. That is, we will not consider the
piece in (15) involving the dynamical function Ĥ

=

FU
(z, z1) (via H̃(z)). We emphasize that Ĥ

=

FU
(z, z1) must be nonzero

because the authors of Ref. [25] showed that Ĥ
=

FU
(z, z1) = 0 implies H

?(1)
1 (z) = 0, and, consequently, Eq. (15) would

vanish identically. Moreover, we know from current extractions of the Collins function that H
?(1)
1 (z) , 0. Therefore,

the purpose of this computation is not to o↵er a complete analysis of AN but to use recent, TMD evolved extractions
of known (kinematical) inputs to the observable, along with a new constraint from the LIR (14), to assess how well we
are currently able to describe the data and ascertain what contribution remains from the dynamical functions. This will
help guide a future fit of these correlators, in particular Ĥ

=

FU
(z, z1) (or H̃(z)). This function was originally extracted in

Ref. [53] before the LIR (14) was derived, and, therefore, that work must be updated to include this constraint.
From Eq. (2), we are able to calculate AN as

AN =
d�Nun

d�Den

, (28)

where the numerator d�Nun and denominator d�Den are given, respectively, by

d�Num = 2PhT
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, (29)

d�Den =
X

i

X

a,b,c

Z 1

zmin

dz

z3

Z 1

xmin
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1
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1
xS + U/z

f
a

1 (x) f
b

1 (x
0) D

⇡/c
1 (z) S

i

U
, (30)

where zmin = �(T + U)/S , xmin = �(U/z)/(T/z + S ), x
0 = �(xT/z)/(xS + U/z), and S

i

U
are the hard factors for

the unpolarized cross section, which can be found in, e.g., in Appendix A of Ref. [8]. In Eq. (29), the quantities
H
⇡/c,i(x, x0, z) and F a,i(x, x0, z) are given by

H
⇡/c,i(x, x0, z) =

2
666664H
?(1),⇡/c
1 (z) � z

dH
?(1),⇡/c
1 (z)

dz

3
777775 S̃
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H
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�2H
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H
, (31)

F
a,i(x, x0, z) =

2
666664 f
?(1),a
1T

(x) � x
d f
?(1),a
1T

(x)
dx

3
777775 S

i

FFT
. (32)

As mentioned above, we will ignore H̃(z) and compute the terms in Eqs. (31), (32) that involve f
?(1)
1T

(x) and
H
?(1)
1 (z), using the latest fits of those functions that incorporate TMD evolution. In particular, we employ the Sivers

function obtained in Ref. [69] and the Collins function (and transversity TMD) extracted in Ref. [71] along with the
formulae in Eqs. (7), (9). [Insert a statement here on what is done with the evolution]. We also generate an error
band for AN based on the uncertainty in these TMD functions, which especially is relevant in the large-xF region
where these functions are not well-constrained. In Fig. [FIG], we give the result of our calculation compared with
the BRAHMS charged pion and STAR neutral pion data for AN vs. xF [32, 34, 35, 38]). Notice that the Sivers-type
QS contribution is basically negligible, and the entire asymmetry is due to the fragmentation piece. This confirms
the original findings in Ref. [53]. Note also from Fig. [FIG] that using TMD evolved functions does not cause the
asymmetry to di↵er significantly from the result where the functions only undergo a DGLAP-type evolution (i.e., only
the collinear unpolarized PDF in the parameterization evolves). We also give our result for AN vs. PhT in Fig. [FIG]
compared with the STAR data from Ref. [72].

We see that, although they undershoot or overshoot AN in some places, the theoretical curves do a reasonable job
at describing the data. We are especially encouraged by these plots given that the contribution from H̃(z) still needs
to be included, which, moreover, clearly demonstrates that this function must be nonzero. Through this computation,
we now have a constraint on H̃(z) and leave a fit of this function to AN data for future work. We emphasize again that
this correlator also enters the A

sin �S

UT
asymmetry in SIDIS and e

+
e
�
! ha hb X.
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function, respectively, that have been extracted from TMD processes [54, 55, 65–71]. That is, we will not consider the
piece in (15) involving the dynamical function Ĥ

=

FU
(z, z1) (via H̃(z)). We emphasize that Ĥ

=

FU
(z, z1) must be nonzero

because the authors of Ref. [25] showed that Ĥ
=

FU
(z, z1) = 0 implies H

?(1)
1 (z) = 0, and, consequently, Eq. (15) would

vanish identically. Moreover, we know from current extractions of the Collins function that H
?(1)
1 (z) , 0. Therefore,

the purpose of this computation is not to o↵er a complete analysis of AN but to use recent, TMD evolved extractions
of known (kinematical) inputs to the observable, along with a new constraint from the LIR (14), to assess how well we
are currently able to describe the data and ascertain what contribution remains from the dynamical functions. This will
help guide a future fit of these correlators, in particular Ĥ

=

FU
(z, z1) (or H̃(z)). This function was originally extracted in

Ref. [53] before the LIR (14) was derived, and, therefore, that work must be updated to include this constraint.
From Eq. (2), we are able to calculate AN as

AN =
d�Nun

d�Den

, (28)

where the numerator d�Nun and denominator d�Den are given, respectively, by

d�Num = 2PhT

Z 1
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where zmin = �(T + U)/S , xmin = �(U/z)/(T/z + S ), x
0 = �(xT/z)/(xS + U/z), and S

i

U
are the hard factors for

the unpolarized cross section, which can be found in, e.g., in Appendix A of Ref. [8]. In Eq. (29), the quantities
H
⇡/c,i(x, x0, z) and F a,i(x, x0, z) are given by

H
⇡/c,i(x, x0, z) =

2
666664H
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As mentioned above, we will ignore H̃(z) and compute the terms in Eqs. (31), (32) that involve f
?(1)
1T

(x) and
H
?(1)
1 (z), using the latest fits of those functions that incorporate TMD evolution. In particular, we employ the Sivers

function obtained in Ref. [69] and the Collins function (and transversity TMD) extracted in Ref. [71] along with the
formulae in Eqs. (7), (9). [Insert a statement here on what is done with the evolution]. We also generate an error
band for AN based on the uncertainty in these TMD functions, which especially is relevant in the large-xF region
where these functions are not well-constrained. In Fig. [FIG], we give the result of our calculation compared with
the BRAHMS charged pion and STAR neutral pion data for AN vs. xF [32, 34, 35, 38]). Notice that the Sivers-type
QS contribution is basically negligible, and the entire asymmetry is due to the fragmentation piece. This confirms
the original findings in Ref. [53]. Note also from Fig. [FIG] that using TMD evolved functions does not cause the
asymmetry to di↵er significantly from the result where the functions only undergo a DGLAP-type evolution (i.e., only
the collinear unpolarized PDF in the parameterization evolves). We also give our result for AN vs. PhT in Fig. [FIG]
compared with the STAR data from Ref. [72].

We see that, although they undershoot or overshoot AN in some places, the theoretical curves do a reasonable job
at describing the data. We are especially encouraged by these plots given that the contribution from H̃(z) still needs
to be included, which, moreover, clearly demonstrates that this function must be nonzero. Through this computation,
we now have a constraint on H̃(z) and leave a fit of this function to AN data for future work. We emphasize again that
this correlator also enters the A
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Isovector tensor charge gT = 𝜹u-𝜹d
gT = 0.89   0.12 compatible with lattice results 

    𝜹u and 𝜹d Q2=4 GeV2

   𝜹u= 0.65     0.22

   𝜹d= -0.24    0.2

Tensor charge  from up and down quarks
 is constrained and compatible with lattice 
 results 

±

±
±

5
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SIDIS + SIA

SIDIS
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Gupta et al (2018)
Hasan et al (2018)

Pitschmann et al (2015)

FIG. 5. The tensor charges �u, �d, and gT . Our (JAM20) re-
sults at Q

2 = 4 GeV2 along with others from phenomenology
(black), lattice (purple), and Dyson-Schwinger (cyan).

(SIDIS + SIA) ! GLOBAL (where GLOBAL in partic-
ular includes A

⇡

N
), we find gT = 1.4(6) ! 0.87(25) !

0.87(11). This is the most precise phenomenological de-
termination of gT to date.

Remarkably, all of the inferred tensor charges (�u, �d,
and gT ) are in excellent agreement with lattice data.
We stress that the inclusion of A

⇡

N
is crucial in or-

der to achieve the agreement between our results �u =

0.72(19), �d = �0.15(16) and those from lattice. We
emphasize that future experiments will be essential to
reduce the uncertainty associated with extrapolation be-
yond regions constrained by current measurements.
Conclusions. In this letter we have performed the first
global analysis of the available SSA data in SIDIS, DY,
e
+
e
� annihilation, and proton-proton collisions. The

predictive power exhibited by the combined analysis sug-
gests a common physical origin of SSAs. Namely, they
are due to the intrinsic quantum-mechanical interference
from multi-parton states. The success achieved with a
Gaussian ansatz for the transverse momentum depen-
dence further implies that the effects are dominantly non-
perturbative and intrinsic to hadronic wavefunctions. We
also observe that the extracted up and down quark ten-
sor charges are in excellent agreement with lattice QCD.
Moreover, the future data coming from Jefferson Lab
12 GeV, COMPASS, an upgraded RHIC, Belle II, and
the Electron-Ion Collider will help to reduce the uncer-
tainties of the extracted functions and ultimately lead to
a better understanding of hadronic structure.
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➤ Collins and Sivers  (3D binned) SIDIS data from HERMES (2020)
             
➤                  (x and z projections only) from HERMES (2020)

➤ All other data sets are the same as in JAM20 (COMPASS, BELLE, RHIC), 
except for the new HERMES data that supersedes previous sets

➤ 19 observables and 8 non-perturbative functions (Sivers up/down; 
transversity up/down; Collins fav/unf,      fav/unf)

➤ Lattice data on gT at the physical pion mass from Alexandrou, et al. (2020) 
(as a Bayesian prior) 

➤ Imposing the Soffer bound on transversity 
(as a Bayesian prior)
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Transversity

Collins FF 

Sivers 

h1(x)
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JAM22: Gamberg, Malda, Miller, 
Pitonyak, Prokudin, Sato, 

arXiv:2205.00999

The raw lattice data for Egerer, et al. and Alexandrou, et al. are compatible, but
the former uses pseudo-PDFs and the latter quasi-PDFs

The behavior at large x for the up quark in Alexandrou, et al. is due to
systematics in the reconstruction of the x dependence in the quasi-PDF approach

We find good agreement with lattice calculations of transversity

Now that the lattice gT data point is included in JAM3D-22, the uncertainties in the 
phenomenological extraction of transversity are compatible with lattice
     

! Comments on comparison to other lattice calculations of transversity:

• The raw lattice data for Egerer, et al. and Alexandrou, et al. are compatible, but 
the former uses pseudo-PDFs and the latter quasi-PDFs 

• The behavior at large x for the up quark in Alexandrou, et al. is due to 
systematics in the reconstruction of the x dependence in the quasi-PDF approach

• We find good agreement with lattice calculations of transversity

• Now that the lattice gT data point is included in JAM3D-22, the uncertainties in 
the phenomenological extraction of transversity are compatible with lattice

D. Pitonyak
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Once the the lattice gT data point is included, we find the 
non-perturbative functions can accommodate it and still 
describe the experimental data well

    𝜹u and 𝜹d Q2=4 GeV2

   𝜹u= 0.74     0.11

   𝜹d= -0.15    0.12

   gT=  0.89    0.06

Tensor charge  from up and down quarks
and gT = 𝜹u-𝜹d are well constrained and 
compatible with both lattice results and the 
Soffer bound 

±
±
±

JAM22: Gamberg, Malda, Miller, Pitonyak, Prokudin, 
Sato, Phys.Rev.D 106 (2022) 3, 034014
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Dihadron analyses (e.g., Benel, et al. (2020); Radici, Bacchetta (2018)), along 
with TMD fits that only include e+e- and SIDIS Collins effect data (e.g., Kang, 
et al. (2016)), are generally below the lattice values for gT and 𝛅u

Data, theory, phenomenology?
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e+e- 
dσ/dzdMh 

e+e- 
Artru-
Collins

SIDIS
sin(ϕR+ϕS)

Proton-
proton

sin(ϕR-ϕS)

Lattice 
tensor 

charge(s)

Soffer 
bound

Radici, 
Bacchetta 

(2018)
✓*

PYTHIA
✓* ✓ ✓ X ✓

Benel, 
Courtoy,Ferro-

Hernandez
(2020)

✓*
PYTHIA

✓* ✓ X X ✓^

Cocuzza, et al. 
(2023)

JAMDiFF-23
✓ ✓ ✓ ✓ ✓!u,!d ✓^

* D1(z,Mh) and !!∢(z,Mh) were fit in a separate analysis and then fixed when extracting h1(x)

^ Imposed the SB but allowed for violations given the uncertainties in f1(x) and g1(x)
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Dihadron Fragmentation Approach
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➤ SIA cross section, Belle (2017), 1121 points

             
➤ SIA Artru-Collins, Belle (2011),  183 points                  

π+π−

π+π−

Courtesy of  Chris Cocuzza

R. Seidl et al., Phys. Rev. D 96, no. 3, 032005 (2017)

A. Vossen et al., Phys. Rev. Lett. 107, 072004 (2011)
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➤ SIDIS (p,d) SOMPASS, HERMES, 64 points

            
➤ Proton-proton, STAR, 269 points                  

Courtesy of  Chris Cocuzza

L. Adamczyk et al., Phys. Rev. Lett. 115, 242501 (2015) 
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hū
1 = − hd̄

1

11

FIG. 1. Kinematic coverage of the datasets included in this analysis. The top panel shows the e
+
e
� annihilation and SIDIS

data as a function of z and Mh. The bottom panel shows the SIDIS and pp data as a function of x and µ
2. The variable x

represents xbj for SIDIS and xa for pp collisions, while the scale µ
2 represents Q

2 for SIDIS and P
2
hT for pp collisions. For

STAR, the solid points are x
min
a and the light shaded region is to indicate that the xa-integration extends up to xa = 1.

0.3, 0.4) on the opening angle R of the pion pair, with 0.3 treated as the default. This cut is used to filter out
pion pairs that do not originate from a single parton. We use the data corresponding to R < 0.3 and have verified
that the changes to the resulting functions by instead using data from the other cuts are negligible compared to the
statistical uncertainties. The

p
s = 500 GeV data is provided with an opening angle of R < 0.7. A larger opening

angle cut is acceptable here, as the increased energy means that gluon radiation is occurring at wider angles, allowing
the dihadron pair to still be considered as originating from a single parton even with a larger R-cut value. The data is
provided binned in PhT , Mh, and ⌘, with the results (often) provided for both ⌘ > 0 and ⌘ < 0 when binned in PhT or
Mh. We include all binnings and take the central values hPhT i, hMhi, and h⌘i when evaluating our theory formulas.
All systematic errors are uncorrelated, and the 200 GeV and 500 GeV data have normalization uncertainties of 4.8%
and 4.5%, respectively [97, 121].

We also consider the inclusion of LQCD data on tensor charges in the fit and treat them as Bayesian priors (see
Sec. IIID). We restrict ourselves to results at the physical pion mass with 2 + 1 + 1 flavors, where calculations are
available from ETMC [77] and PNDME [71] on �u, �d, and gT . We choose to fit �u and �d rather than gT in order
to provide flavor separation. The reported uncertainties are treated as uncorrelated.

JAMDIFF23: C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2308.14857(2023) 
C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)

17
Observables for Transversity PDFs

Extraction of DiFFs

 Asymmetrypp

L. Adamczyk et al., Phys. Rev. Lett. 115, 242501 (2015)

App
UT = ℋ(Mh, PhT, η)

"(Mh, PhT, η)

ℋ(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) hb

1(xb)
dΔ ̂σab↑→c↑d

d ̂t
H∢,c

1 (z, Mh)

"(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) f b

1(xb)
d ̂σab→cd

d ̂t
Dc

1(z, Mh)

SIDIS asymmetry (  and )p D

C. Adolph et al., Phys. Lett. B 713, 10-16 (2012)

ASIDIS
UT = c(y)

∑q e2
q hq

1(x) H∢,q
1 (z, Mh)

∑q e2q f q
1(x) Dq

1(z, Mh)

17
Observables for Transversity PDFs

Extraction of DiFFs

 Asymmetrypp

L. Adamczyk et al., Phys. Rev. Lett. 115, 242501 (2015)

App
UT = ℋ(Mh, PhT, η)

"(Mh, PhT, η)

ℋ(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) hb

1(xb)
dΔ ̂σab↑→c↑d

d ̂t
H∢,c

1 (z, Mh)

"(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) f b

1(xb)
d ̂σab→cd

d ̂t
Dc

1(z, Mh)

SIDIS asymmetry (  and )p D

C. Adolph et al., Phys. Lett. B 713, 10-16 (2012)

ASIDIS
UT = c(y)

∑q e2
q hq

1(x) H∢,q
1 (z, Mh)

∑q e2q f q
1(x) Dq

1(z, Mh)

17
Observables for Transversity PDFs

Extraction of DiFFs

 Asymmetrypp

L. Adamczyk et al., Phys. Rev. Lett. 115, 242501 (2015)

App
UT = ℋ(Mh, PhT, η)

"(Mh, PhT, η)

ℋ(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) hb

1(xb)
dΔ ̂σab↑→c↑d

d ̂t
H∢,c

1 (z, Mh)

"(Mh, PhT, η) = 2PhT ∑
i

∑
a,b,c

∫
1

xmina

dxa ∫
1

xmin
b

dxb

z
f a
1(xa) f b

1(xb)
d ̂σab→cd

d ̂t
Dc

1(z, Mh)

SIDIS asymmetry (  and )p D

C. Adolph et al., Phys. Lett. B 713, 10-16 (2012)

ASIDIS
UT = c(y)

∑q e2
q hq

1(x) H∢,q
1 (z, Mh)

∑q e2q f q
1(x) Dq

1(z, Mh)
C. Adolph et al.,Phys. Lett. B 713, 10-16 (2012) 

A. Airapetian et al., JHEP 06, 017 (2008)



EXTRACTED DIFFS

40

14
Extracted DiFFs

Bound: Dq
1 > 0

A. Bacchetta and M. Radici,  
Phys. Rev. D 67, 094002 

(2003)

Extraction of DiFFs

Due to the resonance structure we use a flexible spline parametrization on a 
grid
Each point is interpolated  
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Collins asymmetry results. Again our theory curves are able to describe the data very well across all kinematics,
with �

2
red = 1.27, 0.60, 0.42 for the (z,Mh), (Mh, M̄h), (z, z̄) binnings, respectively. The only discrepancy is in the

0.77 < Mh < 0.90GeV bin at high z, which is what causes the �
2
red for the (z,Mh) binning to be much larger than

the other two. There is no fitted normalization for this dataset. As seen in Table II, the �
2
red for the Belle data (both

the cross section and Artru-Collins asymmetry) is nearly identical across the three fit configurations.

The results for the SIDIS asymmetry are shown in Fig. 6. The fitted normalizations Ne (see Eq. (28)) are 0.98(4)
for HERMES, 1.014(6) for COMPASS proton, and 1.007(8) for COMPASS deuteron. The theory calculations are
generally in agreement with the data for all three projections (xbj,Mh, z). However, we focus the reader’s attention
on the highest xbj COMPASS proton point (data/curve in red in the left panel of Fig. 6). The trend is for JAMDiFF
(w/ LQCD) to increase at larger xbj more rapidly than the COMPASS proton data. The JAMDiFF (no LQCD) fit
follows the trend of the data much better (see Fig. 19 in Sec. VIB), which is apparent in the reduction of �2

red for
the COMPASS proton xbj binning from 1.98 to 0.65 when the lattice data is removed. In Sec. VIB we will elaborate
on the importance of high-x experimental measurements in testing the compatibility between phenomenology and
LQCD results for the tensor charges. We lastly remark that the SIDIS only fit has �2

red values similar to the analyses
that included pp data, demonstrating clear compatibility between the two reactions.

The results for the pp asymmetry are shown in Figs. 7 and 10 for the STAR
p
s = 200 GeV data and in Figs. 8–10

for the
p
s = 500 GeV data. The fitted normalizations Ne (see Eq. (28)) are 1.00(3) for the 200 GeV STAR data

and 1.14(6) for the 500 GeV STAR data. As with the e
+
e
� and SIDIS observables, we again find generally good

agreement with the pp reaction across all kinematic binnings. The one discrepancy of note is with the ⌘ binning for
the 500 GeV STAR data at the highest ⌘ value (see Fig. 10) that has more sensitivity to larger x. The JAMDiFF
(w/ LQCD) fit overshoots that point and has a trend of continuing to increase with increasing ⌘. Data at larger ⌘

are needed in order to test this behavior. The JAMDiFF (no LQCD) fit still increases with ⌘ but falls below the
JAMDiFF (w/ LQCD) curve (see Fig. 19). This accounts for the improvement in the �

2
red for the 500 GeV STAR

data in the ⌘ binning, going from 2.97 to 1.83, once the LQCD data is removed. Interestingly, the 200 GeV STAR
data for the ⌘ binning improves when LQCD data is included, going from 1.46 to 0.52. So it seems that, within our
analysis, there are competing trends at larger ⌘ in pp that measurements at more forward rapidities may be able to
resolve.

FIG. 2. d�/dz dMh cross section data from Belle [64] at
p
s = 10.58 GeV (blue circles) plotted as a function of Mh against the

mean JAMDiFF (w/ LQCD) result (using Eq. (2)) with 1� uncertainty (red lines with bands). Each panel is a di↵erent bin
of z.

JAMDIFF23: C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2308.14857(2023) 
C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)

Data: R. Seidl et al., Phys. Rev. D 96, no. 3, 032005 (2017)
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C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)
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FIG. 3. Artru-Collins asymmetry data from Belle [112] binned in (z,Mh) at
p
s = 10.58 GeV (blue circles) plotted as a function

of z against the mean JAMDiFF (w/ LQCD) result (using Eq. (4)) with 1� uncertainty (red lines with bands). The di↵erent
panels show di↵erent bins of Mh.

FIG. 4. Artru-Collins asymmetry data from Belle [112] binned in (Mh,Mh) at
p
s = 10.58 GeV (blue circles) plotted as a

function of Mh against the mean JAMDiFF (w/ LQCD) result (using Eq. (4)) with 1� uncertainty (red lines with bands). The
di↵erent panels show di↵erent bins of Mh.

FIG. 5. Artru-Collins asymmetry data from Belle [112] binned in (z, z̄) at
p
s = 10.58 GeV (blue circles) plotted as a function

of z̄ against the mean JAMDiFF (w/ LQCD) result (using Eq. (4)) with 1� uncertainty (red lines with bands). The di↵erent
panels show di↵erent bins of z.
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Data: A. Vossen et al., Phys. Rev. Lett. 107, 072004 (2011)

bins in z

bins in Mh, M̄h

bins in z̄
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FIG. 6. SIDIS asymmetry data from HERMES [118] (green triangles) and COMPASS [117] (red circles for proton, blue squares
for deuteron) plotted against the mean JAMDiFF (w/ LQCD) result (using Eq. (5)) with 1� uncertainty (colored lines with
bands). The data is binned in xbj (top left), Mh (bottom left), and z (bottom right). We note that the asymmetries from
HERMES and COMPASS are defined such that they have opposite signs (see Eq. (5) and the surrounding discussion).

FIG. 7. Proton-proton asymmetry data from STAR at
p
s = 200 GeV [121] with opening angle cut R < 0.3 plotted against the

mean JAMDiFF (w/ LQCD) result (using Eq. (8)) with 1� uncertainty (colored lines with bands). The left panel shows the
results binned in Mh while the right panel shows them binned in PhT , for both ⌘ > 0 (red circles) and ⌘ < 0 (blue squares).

16

A
pp

UT

p
s = 500 GeV (R < 0.7)

JAMDiFF (w/ LQCD)

STAR � > 0

STAR � < 0

FIG. 8. Proton-proton asymmetry data from STAR at
p
s = 500 GeV [97] with opening angle cut R < 0.7 (red circles for

⌘ > 0, blue squares for ⌘ < 0) plotted as a function of Mh against the mean JAMDiFF (w/ LQCD) result (using Eq. (8)) with
1� uncertainty (colored lines with bands). The di↵erent panels show di↵erent bins of PhT .

FIG. 9. Proton-proton asymmetry data from STAR at
p
s = 500 GeV [97] with opening angle cut R < 0.7 and ⌘ > 0 (red

circles) plotted as a function of PhT against the mean JAMDiFF (w/ LQCD) result (using Eq. (8)) with 1� uncertainty (red
lines with bands). The di↵erent panels show di↵erent bins of Mh.

FIG. 10. Proton-proton asymmetry data from STAR (black circles) plotted as a function of ⌘ against the mean JAMDiFF (w/
LQCD) result (using Eq. (8)) with 1� uncertainty (red lines with bands). The left panel shows the data at

p
s = 200 GeV [121]

with opening angle cut R < 0.3, hPhT i = 6.0 GeV, hMhi = 0.6 GeV. The right panel shows the data at
p
s = 500 GeV [97]

with opening angle cut R < 0.7, hPhT i = 13 GeV, and hMhi = 1 GeV.

JAMDIFF23: C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2308.14857(2023) 
C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)

Data: C. Adolph et al., (COMPASS) Phys. Lett. B 713, 10-16 (2012) 
A. Airapetian et al. (HERMES), JHEP 06, 017 (2008)
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JAMDIFF23: C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2308.14857(2023) 
C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)

➤ We use the following parametrization for transversity PDFs uv , dv , and  (from 
large-Nc limit (Pobylitsa (2003))) and impose the Soffer bound 

➤ We include small-x constraint

             
➤ Perform the analysis with and without LQCD data for the tensor charges 𝛅u,𝛅d from 

ETMC (Alexandrou, et al. (2019)) and PNDME (Gupta, et al. (2018)) (physical pion 
mass and 2+1+1 flavors)                

ū = − d̄

<latexit sha1_base64="/PJykILmMj9Z3ZdZjgjc/yN1vf0=">AAACOHicbZDNThsxEMe9oUAIX4EeuVhESFyIdhFpK/US0UuPQSKAlI2iWWeSteKPle0lilZ5Cp6mPdKn6K03xLXqA+ANOfDRkWz/9Z8ZjeeXZIJbF4a/g8rKh9W19epGbXNre2e3vrd/ZXVuGHaZFtrcJGBRcIVdx53Am8wgyETgdTL5Vuavb9FYrtWlm2XYlzBWfMQZOG8N6iex4ePUgTF6SqNW/JUWsZE0AwMSnW/0zkibuX/SQTSoN8JmuAj6XkRL0SDL6Azq/+KhZrlE5ZgAa3tRmLl+AcZxJnBei3OLGbAJjLHnpfJDbb9YrDWnR94ZltP9UY4u3JcdBUhrZzLxlRJcat/mSvN/uV7uRl/6BVdZ7lCx50GjXFCnacmIDrlB5sTMC2CG+79SlnoirARSixVOmZYS1LCILcz9laVoPFIBalxu5TFFb6G8F1enzehTs3Vx1mifL4FVyQE5JMckIp9Jm3wnHdIljNyRH+Se/Ap+Bn+Ch+DxubQSLHs+klcR/H0CeomtJg==</latexit>

! 15 parameters for h1
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C. Transversity PDF Parameterization

The transversity PDFs are parameterized at the input scale µ0 = 1 GeV using the form

h
i

1(x) =
N

i

Mi
x
↵

i

(1 � x)�
i

(1 + �
i
p
x+ �

i
x), (22)

normalized to the first moment Mi = B[↵i + 1,�i + 1] + �
iB[↵i + 3

2 ,�
i + 1] + �

i B[↵i + 2,�i + 1]. We choose to

parameterize the valence distributions h
uv
1 and h

dv
1 , as well as the antiquark distributions h

ū

1 = �h
d̄

1. Since we only
have three unique observables to constrain the transversity PDFs (proton SIDIS, deuteron SIDIS, and pp collisions),
we choose the relation between the antiquarks based on predictions from the large-Nc limit [142]. We note that only
one previous phenomenological analysis has included antiquark transversity PDFs, which was an exploratory study
in Ref. [54] that found h

ū

1 and h
d̄

1 to be small and consistent with zero (although had set h
ū

1 = h
d̄

1, at variance with
the large-Nc limit). The N parameter is restricted between 0 < N

i
< 1 for i = u (see discussion below Eq. (4)) and

�1 < N
i
< 1 for i = d, ū, while the other parameters are always restricted between 0.09 < ↵

i
< 0.26 (see discussion

below surrounding Eq. (23)), 0 < �
i
< 20, �20 < �

i
< 20, and �20 < �

i
< 20. We have tested the model dependence

of our input transversity functions by adding a second shape of the form in Eq. (22) to all three quark flavors. We
find that the results only change marginally, indicating that the experimental data do not call for a more expressive
form for these PDFs. We have a total of 3 ⇥ 5 = 15 parameters for the transversity PDFs. Combined with the 195
parameters for D1, the 48 parameters for H^

1 , and 7 normalization parameters (see Eq. (28) below), we end up with
a total of 265 fitted parameters.

We also place a constraint on the small-x behavior of the transversity PDFs (governed by the ↵
i parameter in

Eq. (22)), where no experimental data is available. Theoretical calculations have placed limits on this parameter as
x ! 0 (ignoring saturation e↵ects) [98]:

↵
i x!0���! 1 � 2

r
↵sNc

2⇡
. (23)

We apply this limit to both the valence quarks and antiquarks, and there is a roughly 50% uncertainty on this value
from 1/Nc and NLO corrections [143]. At the input scale, we calculate ↵

i ! 0.17, and so we limit the ↵
i parameter

to the range 0.085  ↵
i  0.255 for all quark flavors. Strictly speaking, this limit only applies as x ! 0, while our

approach places a limit on the entire range of x. We find, however, that limiting ↵
i as such has no impact on the

resulting transversity PDFs in the measured region or on our ability to describe the experimental data. Thus, this
simplified approach is su�cient to capture the x ! 0 behavior while not a↵ecting results at moderate or high x.

We also enforce the So↵er bound [99] on the transversity PDFs, given by
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P
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represents summing over 100 points in x linearly

spaced in the range 0.001 < x < 0.99. The weight w is chosen to be 10 (see discussion below Eq. (17)).

D. Bayesian Analysis

Our Bayesian analysis consists of sampling the posterior distribution given by

P(a|data) / L(a, data)⇡(a), (26)

with a likelihood function of Gaussian form,

L(a, data) = exp
⇣
� 1

2
�
2(a, data)
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, (27)
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x ! 0 (ignoring saturation e↵ects) [98]:
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We apply this limit to both the valence quarks and antiquarks, and there is a roughly 50% uncertainty on this value
from 1/Nc and NLO corrections [143]. At the input scale, we calculate ↵

i ! 0.17, and so we limit the ↵
i parameter

to the range 0.085  ↵
i  0.255 for all quark flavors. Strictly speaking, this limit only applies as x ! 0, while our

approach places a limit on the entire range of x. We find, however, that limiting ↵
i as such has no impact on the

resulting transversity PDFs in the measured region or on our ability to describe the experimental data. Thus, this
simplified approach is su�cient to capture the x ! 0 behavior while not a↵ecting results at moderate or high x.

We also enforce the So↵er bound [99] on the transversity PDFs, given by
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i parameter in
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resulting transversity PDFs in the measured region or on our ability to describe the experimental data. Thus, this
simplified approach is su�cient to capture the x ! 0 behavior while not a↵ecting results at moderate or high x.
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D. Bayesian Analysis

Our Bayesian analysis consists of sampling the posterior distribution given by
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FIG. 17. Transversity PDFs xh
uv
1 (top row), xhdv

1 (middle row) and xh
ū
1 (bottom row) plotted as a function of x at the scale

µ
2 = 4 GeV2. Our results (JAMDiFF) are shown at 1� both with (blue) and without (red) LQCD included in the fit and are

compared to those from JAM3D⇤ [54, 149] at 1� with (cyan) and without (green) LQCD and RB18 [68] (gold, 90% CL). The

So↵er bound is indicated by the dashed black lines. Note that for JAMDiFF and JAM3D⇤ the relation h
d̄
1 = �h

ū
1 from the

large-Nc limit is enforced, while for RB18 the antiquarks are not fitted.

Bacchetta [68] (whose analysis did not consider the inclusion of lattice data). We also compare to a version of JAM3D
that has been slightly updated from Ref. [54] (see the footnote [149]) that we will refer to as JAM3D⇤. For the no
LQCD results we agree with RB18 within errors, but with a larger h

uv
1 in the region 0.04 . x . 0.3. The overall

smaller errors on our analysis can be partially attributed to the inclusion of all three SIDIS binnings (xbj, z, Mh),
while the RB18 analysis only included the xbj binning. We note that the inclusion of the small-x constraint (Eq. (23))
and antiquarks in this analysis (neither of which were included in RB18) have no significant impact on the valence
transversity distributions in the measured region. For details on the comparison to JAM3D⇤, see Ref. [109].

Within our analysis, the increase in h
uv
1 in the x & 0.3 region when LQCD is included is a consequence of the LQCD

results for �u being larger than the result of the fit without LQCD (see Fig. 2 of Ref. [109]). The experimental data
provides strong constraints in the 0.005 . x . 0.2 region (see Fig. 1), while the small-x constraint of Eq. (23) prevents
h
uv
1 from becoming significantly larger at x . 0.005. Similarly, the So↵er bound does not allow the transversity PDF

to get large at very high x. Thus, in order to increase �u, the best option for the fit is to increase h
uv
1 in the x ⇡ 0.3

region, although this leads to a slight deterioration in the description of the SIDIS data (see Table II), especially the
COMPASS xbj binning. For hdv

1 , the largest change occurs below x ⇡ 0.05, where, after the inclusion of the LQCD
data, it now tends to be negative. This is a consequence of the LQCD result for �d being more negative than the
result of the fit without LQCD.

In Fig. 17 we also show in the bottom row the JAMDiFF (no LQCD) result for the antiquark transversity dis-
tributions and compare to JAM3D⇤, where both analyses assume h

ū

1 = �h
d̄

1 (see Sec. III C). The two results are in
agreement. The So↵er bound forces the antiquarks to be very small above x & 0.3. Below that region, they still

JAMDIFF23: C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2308.14857(2023) 
C. Cocuzza, A. Metz, D. Pitonyak, A. Prokudin, N. Sato, R. Seidl e-Print: 2306.12998(2023)

➤ JAMDiFF (no LQCD) finds agreement with 
Radici, Bacchetta (2018) with a slightly larger 
uv function at larger x    
          

➤ JAM3D* = JAM22 (no LQCD) + antiquarks w/ 
 + small-x constraint 

➤ JAMDiFF agrees with JAM3D*

➤ Agreement between all three analyses within 
errors

ū = − d̄
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➤ Agreement between all three analyses within 
errors

➤ JAMDiFF and JAM3D*result in larger 𝛅u
➤ Before drawing a conclusion about the 

compatibility between LQCD tensor charges 
and experimental data, one needs first to 
include both in the analysis. One should only 
be concerned if the description of the lattice 
data remains poor even after its inclusion 
and/or if the description of the experimental 
data suffers significantly.

➤ NNPDF methodology was used to verify the 
compatibility of results

R. D. Ball et al. (NNPDF), Eur. Phys. J. C 82, 428 (2022)
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Tensor Charges

Extraction of Tensor Charges
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12

�
2
red

JAMDiFF
Experiment Binning Ndat (w/ LQCD) (no LQCD) (SIDIS only)

Belle (cross section)[64] z,Mh 1094 1.01 1.01 1.01

z,Mh 55 1.27 1.24 1.28
Belle (Artru-Collins) [112] Mh,Mh 64 0.60 0.60 0.60

z, z̄ 64 0.42 0.42 0.41
xbj 4 1.77 1.70 1.67

HERMES [118] Mh 4 0.41 0.42 0.47
z 4 1.20 1.17 1.13
xbj 9 1.98 0.65 0.59

COMPASS (p) [117] Mh 10 0.92 0.94 0.93
z 7 0.77 0.60 0.63
xbj 9 1.37 1.42 1.22

COMPASS (D) [117] Mh 10 0.45 0.37 0.38
z 7 0.50 0.46 0.46

Mh, ⌘ < 0 5 2.57 2.56 —
STAR [121] Mh, ⌘ > 0 5 1.34 1.55 —p
s = 200 GeV PhT , ⌘ < 0 5 0.98 1.00 —

R < 0.3 PhT , ⌘ > 0 5 1.73 1.74 —
⌘ 4 0.52 1.46 —

Mh, ⌘ < 0 32 1.30 1.10 —
STAR [97] Mh, ⌘ > 0 32 0.81 0.78 —p
s = 500 GeV PhT , ⌘ > 0 35 1.09 1.07 —

R < 0.7 ⌘ 7 2.97 1.83 —
ETMC �u [77] — 1 0.71 — —
ETMC �d [77] — 1 1.02 — —
PNDME �u [71] — 1 8.68 — —
PNDME �d [71] — 1 0.04 — —

Total �2
red (Ndat) 1.01 (1475) 0.98 (1471) 0.96 (1341)

TABLE II. Summary of �2
red values for the di↵erent fit configurations defined in Section IVC.

C. Data vs. Theory

We now discuss the results of our global analysis, where we consider three di↵erent scenarios. The first includes all
experimental and LQCD data discussed above and will be referred to as “JAMDIFF (w/ LQCD).” The “JAMDIFF
(no LQCD)” fit removes the LQCD data. The “JAMDiFF (SIDIS only)” fit excludes all of the STAR pp and LQCD
data, and also sets the antiquark transversity PDFs to zero as they cannot be constrained in this scenario. The
�
2
red for the three scenarios is summarized in Table II. In the plots that follow comparing our theory results with

the experimental measurements, we show the JAMDiFF (w/ LQCD) fit. We will reserve a discussion about our
calculated tensor charges and comparison to those from LQCD computations (and other values from phenomenology)
to Sec. VI. We re-emphasize that we have performed a simultaneous global analysis of DiFFs/IFFs and transversity
PDFs, where, unlike previous work [63, 66, 68, 69], the parameters for the DiFFs are not fixed (from a fit of only
e
+
e
� annihilation) but allowed to be free along with the transversity PDF parameters. We have also studied an

exhaustive set of available data on dihadron observables, which includes, for the first time, the Belle cross section [64],
the

p
s = 500GeV measurements from STAR [97], and all kinematic variable binnings for the relevant processes under

consideration, amassing 1471 experimental data points. We are able to describe all of the experimental data very
well.

The results for the Belle cross section are shown in Fig. 2. We find that our parameterization discussed in Sec. IIIA
is able to account for the resonance structure in the data and the general behavior of the measurement across the
kinematic range in z and Mh, with �

2
red = 1.01. There are some slight discrepancies in the lowest z bin at small

Mh. The fitted normalization Ne (see Eq. (28)) for this dataset is 1.00(1). In Figs. 3–5 we display the Belle Artru-
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FIG. 17. Transversity PDFs xh
uv
1 (top row), xhdv

1 (middle row) and xh
ū
1 (bottom row) plotted as a function of x at the scale

µ
2 = 4 GeV2. Our results (JAMDiFF) are shown at 1� both with (blue) and without (red) LQCD included in the fit and are

compared to those from JAM3D⇤ [54, 149] at 1� with (cyan) and without (green) LQCD and RB18 [68] (gold, 90% CL). The

So↵er bound is indicated by the dashed black lines. Note that for JAMDiFF and JAM3D⇤ the relation h
d̄
1 = �h

ū
1 from the

large-Nc limit is enforced, while for RB18 the antiquarks are not fitted.

Bacchetta [68] (whose analysis did not consider the inclusion of lattice data). We also compare to a version of JAM3D
that has been slightly updated from Ref. [54] (see the footnote [149]) that we will refer to as JAM3D⇤. For the no
LQCD results we agree with RB18 within errors, but with a larger h

uv
1 in the region 0.04 . x . 0.3. The overall

smaller errors on our analysis can be partially attributed to the inclusion of all three SIDIS binnings (xbj, z, Mh),
while the RB18 analysis only included the xbj binning. We note that the inclusion of the small-x constraint (Eq. (23))
and antiquarks in this analysis (neither of which were included in RB18) have no significant impact on the valence
transversity distributions in the measured region. For details on the comparison to JAM3D⇤, see Ref. [109].

Within our analysis, the increase in h
uv
1 in the x & 0.3 region when LQCD is included is a consequence of the LQCD

results for �u being larger than the result of the fit without LQCD (see Fig. 2 of Ref. [109]). The experimental data
provides strong constraints in the 0.005 . x . 0.2 region (see Fig. 1), while the small-x constraint of Eq. (23) prevents
h
uv
1 from becoming significantly larger at x . 0.005. Similarly, the So↵er bound does not allow the transversity PDF

to get large at very high x. Thus, in order to increase �u, the best option for the fit is to increase h
uv
1 in the x ⇡ 0.3

region, although this leads to a slight deterioration in the description of the SIDIS data (see Table II), especially the
COMPASS xbj binning. For hdv

1 , the largest change occurs below x ⇡ 0.05, where, after the inclusion of the LQCD
data, it now tends to be negative. This is a consequence of the LQCD result for �d being more negative than the
result of the fit without LQCD.

In Fig. 17 we also show in the bottom row the JAMDiFF (no LQCD) result for the antiquark transversity dis-
tributions and compare to JAM3D⇤, where both analyses assume h

ū

1 = �h
d̄

1 (see Sec. III C). The two results are in
agreement. The So↵er bound forces the antiquarks to be very small above x & 0.3. Below that region, they still

The experimental measurements are sensitive to the x-dependence of the transversity 
PDFs, not the full moment like the lattice data (EIC and JLab are needed)
JAM3D* and JAMDiFF agree on the x-dependence of transversity (nontrivial since the 
lattice data only constrains the full moment of the transversity PDFs )
JAM3D* and JAMDiFF can successfully include lattice QCD data on the tensor charges 
in the analyses, thus showing for the first time the universal nature of all available 
information on transversity and the tensor charges of the nucleon

4

FIG. 1. Transversity PDFs xhuv
1 (top row) and xhdv

1 (bottom
row) plotted as a function of x at the scale µ2 = 4 GeV2.
Our results (JAMDiFF) are shown at 1� both without (red)
and with (blue) LQCD included in the fit and are compared
to those from JAM3D⇤ [23, 95] at 1� without (green) and
with (cyan) LQCD as well as RB18 [19] (gold, 90% confidence
level). The So↵er bound is indicated by the dashed black
lines.

under consideration, amassing 1471 experimental data
points. Both with and without LQCD we are able to
describe all of the experimental data very well. We will
discuss the �

2
red for the LQCD fit below in conjunction

with the tensor charge results.
Transversity PDFs — In Fig. 1 we compare our results

with and without LQCD for the transversity valence dis-
tributions to those from Radici, Bacchetta [19] (RB18)
(whose analysis did not consider the inclusion of lattice
data) and a version of JAM3D that has been slightly up-
dated from Ref. [23] (see the footnote [95]) that we will
refer to as JAM3D⇤. For the no LQCD results we agree
with RB18 within errors, but with a larger h

uv
1 in the

region 0.04 . x . 0.3.
Comparing to JAM3D⇤ without LQCD, we find that

our distributions agree, except huv
1 from JAM3D⇤ has a

preference to be slightly larger at higher x. When in-
cluding LQCD, the results for hdv

1 remain in agreement,
while our result for h

uv
1 is slightly larger than JAM3D⇤

in the x & 0.3 valence region and slightly smaller for
0.01 . x . 0.1. While the inclusion of the LQCD data
fixes the moments of the valence transversity PDFs, it is
non-trivial to find that the x-dependence of the JAMD-
iFF and JAM3D⇤ distributions also largely match. (A
comparison with LQCD results for the x-dependence of
transversity [96, 97] can be found in Ref. [23].)

Tensor Charges — In Fig. 2 we show the tensor charges
extracted without and with LQCD and compare to other
phenomenological analyses and LQCD calculations. Note
that, as discussed above, we use theoretical constraints
that limit the PDFs at small x . 0.005 (Eq. (8)) and
high x & 0.5 (the So↵er bound) so that our results for
the full moments are not subject to uncontrolled extrap-
olation errors. Without LQCD, we find that JAMDiFF,
JAM3D⇤, and RB18 all agree within errors, with our
analysis and JAM3D⇤ preferring a larger �u to the RB18

0.7 0.8

�0.19

�0.20

�0.21

FIG. 2. The tensor charges �u, �d, and gT . Our results
(JAMDiFF) are shown at 1� with (blue) and without (red)
LQCD. They are compared to the JAM3D⇤ [23, 95] results
at 1� with (cyan) and without (green) LQCD, the result of
RB18 [19] (gold square, 90% confidence level), LQCD compu-
tations [24, 25, 28] (magenta points), and other phenomeno-
logical extractions [13, 16, 17, 20, 21] (black circles). The
inset shows a close up of the LQCD data and the results from
the JAMDiFF and JAM3D⇤ (both with LQCD) fits. All re-
sults are at the scale µ2 = 4GeV2, except for Anselmino et al
(2.4GeV2), Kang et al (10GeV2), and Benel et al (5GeV2).

value. Comparing to LQCD for �u, we find a 3.2� (3.9�)
discrepancy with ETMC (PNDME), while for �d we find
1.4� (1.4�). For gT we find agreement with all other
phenomenological results due to large error bars on most
extractions, but a 3.5� (3.9�) discrepancy with ETMC
(PNDME).
For the results with LQCD included in the fit, shown

in the inset of Fig. 2, our analysis has no issue in accom-
modating the lattice result for �d (0.8� di↵erence with
ETMC and 0.2� with PNDME). Our result for �u agrees
with that of ETMC (0.6� di↵erence), but remains smaller
than the PNDME data point (2.3� di↵erence). For gT

(which is not directly included in this analysis) we find a
result that is in agreement with ETMC (0.8� di↵erence)
but again smaller than PNDME (1.9� di↵erence). Our
tensor charges are summarized in Table II.
Although our no LQCD result for �u is much smaller

than the values from ETMC and PNDME, we find that
the fit is able to accommodate that lattice data with-
out deteriorating in its description of the experimental
measurements. The noticeable (⇠ 3�) shift in �u when
including LQCD in the analysis seems surprising at first.
However, while the experimental data has a preference
for the size of huv

1 at large x & 0.3, this is a mild prefer-
ence that is easily changed by the inclusion of the LQCD
data, as seen in Fig. 1. If additional (precise) experi-
mental data were available at large x, it would provide
further insight on the behavior of huv

1 in that region.
Clearly the inclusion of the precise LQCD �u data

creates a preference for a larger h
uv
1 (along with the

2015 STAR data, as demonstrated by its �
2
red improv-

ing with the inclusion of LQCD) than the experimental
data alone. In such a situation where there are com-
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EIC Pseudo-data

Observable Reactions CM Energy
�pS� Npts.

Collins (SIDIS)

e + p
" ! e + ⇡± + X

141 GeV 756 (⇡+)
744 (⇡�)

63 GeV 634 (⇡+)
619 (⇡�)

45 GeV 537 (⇡+)
556 (⇡�)

29 GeV 464 (⇡+)
453 (⇡�)

e +3
He
" ! e + ⇡± + X

85 GeV 647 (⇡+)
650 (⇡�)

63 GeV 622 (⇡+)
621 (⇡�)

29 GeV 461 (⇡+)
459 (⇡�)

Total EIC Npts. 8223

JAM20 [13]

Observable Reactions Experimental Refs. Npts.

Sivers (SIDIS) e + (p, d)" ! e + ⇡±/⇡0 + X [24, 27, 47] 126
Sivers (DY) ⇡�+ p

" ! µ++ µ� + X [50] 12
Sivers (DY) p

" + p! W
±/Z + X [48] 17

Collins (SIDIS) e + (p, d)" ! e + ⇡±/⇡0 + X [24, 25, 27] 126
Collins (SIA) e

+ + e
� ! ⇡++ ⇡� + X [30–33] 176

AN p
" + p! ⇡±/⇡0 + X [51–54] 60

Total JAM20 Npts. 517

Table 1: Summary of the data used in our analysis, including the number of points (Npts.) in each reaction. (Top) EIC pseudo-data for the Collins
e↵ect in SIDIS for di↵erent polarized beam types, CM energies, and final states. (Bottom) Data used in the original JAM20 global analysis of
SSAs.

SIDIS plus the 517 SSA data points in the original JAM20 global analysis. The EIC pseudo-data covers multiple
CM energies

p
S based on the energy of the electron beam Ee and nucleon beam EN :

p
S ⇡ 2

p
EeEN . The pseudo-

data was generated with pythiaeRHIC [72] that uses pythia 6.4 [73] as an event generator. Realistic EIC detector
acceptances and momentum smearing were implemented via the eic-smear package [74] and is predominantly based
on the expected resolutions that are discussed in the EIC handbook [75]. For pion identification, the momentum
and rapidity ranges that evolved from the EIC user group Yellow Report e↵ort [76] were used. The proton and 3

He

polarizations were assumed to be 70%, and the uncertainties were scaled to accumulated luminosities of 10 fb�1 for
each beam energy sample. In the case of 3

He, it was assumed that the two protons can be tagged in the very forward
instrumentation, and was thus simulated by generating e + n

" data after taking into account the neutron polarization
in 3

He. The uncertainties on the expected SSAs were evaluated by re-weighting the unpolarized simulations based
on the phenomenological results of Ref. [77] and extracting the reconstructed asymmetries. As a crude measure
of detector smearing and acceptance e↵ects in a real detector, the di↵erences between extracted asymmetries using
perfectly tracked and smeared values were assigned as systematic uncertainties. This tries to conservatively mimic
the uncertainties that may be related to the unfolding of smearing and particle mis-identification in an actual detector.

3

Assumed accumulated luminosity 10 fb-1, 70% polarization, conservatively 
accounted for detector smearing and acceptance effects
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Table 1
Summary of the data used in our analysis, including the number of points (Npts.) in each reaction. (Top) EIC pseudo-data for the Collins effect in SIDIS for different polarized 
beam types, CM energies, and final states. (Bottom) Data used in the original JAM20 global analysis of SSAs.

EIC Pseudo-data

Observable Reactions CM Energy (
√

S) Npts.

Collins (SIDIS) e + p↑ → e + π± + X

141 GeV
756 (π+)

744 (π−)

63 GeV
634 (π+)

619 (π−)

45 GeV
537 (π+)

556 (π−)

29 GeV
464 (π+)

453 (π−)

Collins (SIDIS) e + 3He↑ → e + π± + X

85 GeV
647 (π+)

650 (π−)

63 GeV
622 (π+)

621 (π−)

29 GeV
461 (π+)

459 (π−)

Total EIC Npts. 8223

JAM20 [13]

Observable Reactions Experimental Refs. Npts.

Sivers (SIDIS) e + (p,d)↑ → e + π±/π0 + X [24,27,47] 126
Sivers (DY) π−+ p↑ → µ++ µ− + X [50] 12
Sivers (DY) p↑ + p → W ±/Z + X [48] 17

Collins (SIDIS) e + (p,d)↑ → e + π±/π0 + X [24,25,27] 126
Collins (SIA) e+ + e− → π++ π− + X [30–33] 176

AN p↑ + p → π±/π0 + X [51–54] 60

Total JAM20 Npts. 517

Note that %pT is the transverse momentum of the produced hadron 
with respect to the fragmenting parton. We allow for favored and 
unfavored Collins functions.

The Gaussian transverse momentum parameterizations (2), (3)
of JAM20 do not have the complete features of TMD evolu-
tion [9,36,78–80] and instead assume most of the transverse mo-
mentum is non-perturbative and thus related to intrinsic proper-
ties of the colliding hadrons rather than to hard gluon radiation. 
The JAM20 analysis also implemented a DGLAP-type evolution for 
the collinear twist-3 functions analogous to Ref. [81], where a 
double-logarithmic Q 2-dependent term is explicitly added to the 
parameters. Such collinear twist-3 functions arise from the opera-
tor product expansion (OPE) of certain transverse-spin dependent 
TMDs (e.g., H⊥(1)

1 (z) enters the OPE of the Collins TMD FF [9]). For 
the collinear twist-2 PDFs and FFs (e.g., f1(x), h1(x), and D1(z)), 
the standard leading order DGLAP evolution was used. The fact 
that current data on SSAs can be described with a simple Gaus-
sian ansatz highlights the need for the tremendous Q 2 lever arm 
of the EIC. The ability to span several decades in Q 2 will help con-
strain the exact nature of TMD evolution and study the interplay 
between TMD and collinear approaches.

Our study was conducted using replicas from the JAM20 analy-
sis as priors in a fit of all the data in Table 1 (8740 total points). 
The results for the impact on the up and down transversity PDF 
h1(x) as well as the Collins function first moment H⊥(1)

1 (z) are 
shown in the top panel of Fig. 1. One clearly sees a drastic reduc-
tion in the transversity uncertainty band once EIC data is included 
compared to the original JAM20 results. Even the uncertainties for 

Fig. 1. (Top) Plot of the transversity function for up and down quarks as well as 
the favored and unfavored Collins function first moment from the JAM20 global 
analysis [13] (light red band with the dashed red line for the central value) as well 
as a re-fit that includes EIC Collins effect pion production pseudo-data for a proton 
beam only (cyan band with the dot-dashed cyan line for the central value) and 
for both proton and 3He beams together (blue band with the solid blue line for 
the central value). (Bottom) Individual flavor tensor charges δu, δd as well as the 
isovector charge gT for the same scenarios. Also shown are the results from two 
recent lattice QCD calculations [18,21] (purple). All results are at Q 2 = 4 GeV2 with 
error bands at 1-σ CL.

3

EIC data will significantly reduce uncertainties on transversity PDF (and Collins FF)

JAM20: Cammarota, Gamberg, Kang, Miller, 
Pitonyak, Prokudin, Rogers, Sato, Phys.Rev.D 102 (2020)
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Table 1
Summary of the data used in our analysis, including the number of points (Npts.) in each reaction. (Top) EIC pseudo-data for the Collins effect in SIDIS for different polarized 
beam types, CM energies, and final states. (Bottom) Data used in the original JAM20 global analysis of SSAs.

EIC Pseudo-data

Observable Reactions CM Energy (
√

S) Npts.

Collins (SIDIS) e + p↑ → e + π± + X

141 GeV
756 (π+)

744 (π−)

63 GeV
634 (π+)

619 (π−)

45 GeV
537 (π+)

556 (π−)

29 GeV
464 (π+)

453 (π−)

Collins (SIDIS) e + 3He↑ → e + π± + X

85 GeV
647 (π+)

650 (π−)

63 GeV
622 (π+)

621 (π−)

29 GeV
461 (π+)

459 (π−)

Total EIC Npts. 8223

JAM20 [13]

Observable Reactions Experimental Refs. Npts.

Sivers (SIDIS) e + (p,d)↑ → e + π±/π0 + X [24,27,47] 126
Sivers (DY) π−+ p↑ → µ++ µ− + X [50] 12
Sivers (DY) p↑ + p → W ±/Z + X [48] 17

Collins (SIDIS) e + (p,d)↑ → e + π±/π0 + X [24,25,27] 126
Collins (SIA) e+ + e− → π++ π− + X [30–33] 176

AN p↑ + p → π±/π0 + X [51–54] 60

Total JAM20 Npts. 517

Note that %pT is the transverse momentum of the produced hadron 
with respect to the fragmenting parton. We allow for favored and 
unfavored Collins functions.

The Gaussian transverse momentum parameterizations (2), (3)
of JAM20 do not have the complete features of TMD evolu-
tion [9,36,78–80] and instead assume most of the transverse mo-
mentum is non-perturbative and thus related to intrinsic proper-
ties of the colliding hadrons rather than to hard gluon radiation. 
The JAM20 analysis also implemented a DGLAP-type evolution for 
the collinear twist-3 functions analogous to Ref. [81], where a 
double-logarithmic Q 2-dependent term is explicitly added to the 
parameters. Such collinear twist-3 functions arise from the opera-
tor product expansion (OPE) of certain transverse-spin dependent 
TMDs (e.g., H⊥(1)

1 (z) enters the OPE of the Collins TMD FF [9]). For 
the collinear twist-2 PDFs and FFs (e.g., f1(x), h1(x), and D1(z)), 
the standard leading order DGLAP evolution was used. The fact 
that current data on SSAs can be described with a simple Gaus-
sian ansatz highlights the need for the tremendous Q 2 lever arm 
of the EIC. The ability to span several decades in Q 2 will help con-
strain the exact nature of TMD evolution and study the interplay 
between TMD and collinear approaches.

Our study was conducted using replicas from the JAM20 analy-
sis as priors in a fit of all the data in Table 1 (8740 total points). 
The results for the impact on the up and down transversity PDF 
h1(x) as well as the Collins function first moment H⊥(1)

1 (z) are 
shown in the top panel of Fig. 1. One clearly sees a drastic reduc-
tion in the transversity uncertainty band once EIC data is included 
compared to the original JAM20 results. Even the uncertainties for 

Fig. 1. (Top) Plot of the transversity function for up and down quarks as well as 
the favored and unfavored Collins function first moment from the JAM20 global 
analysis [13] (light red band with the dashed red line for the central value) as well 
as a re-fit that includes EIC Collins effect pion production pseudo-data for a proton 
beam only (cyan band with the dot-dashed cyan line for the central value) and 
for both proton and 3He beams together (blue band with the solid blue line for 
the central value). (Bottom) Individual flavor tensor charges δu, δd as well as the 
isovector charge gT for the same scenarios. Also shown are the results from two 
recent lattice QCD calculations [18,21] (purple). All results are at Q 2 = 4 GeV2 with 
error bands at 1-σ CL.

3

EIC data (combination of p and 3He) will allow extraction of the tensor charge at the 
level of precision of current lattice QCD calculations
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Fig. 5. (Top) The ratio of the error of transversity to its central value for u, d, and u −d as a function of x at Q 2 = 4 GeV2 for JAM20 (red dashed line), JAM20+EIC pseudo-data 
(blue dash-dotted line), JAM20+SoLID pseudo-data (green dotted line), and JAM20+EIC+SoLID pseudo-data (gold solid line). (Bottom) The ratio of the error of the first moment 
of the Collins FF to its central value as a function of z for favored and unfavored Collins FF.

Fig. 6. Individual flavor tensor charges δu, δd as well as the isovector charge gT for 
the same scenarios as Fig. 5.

extraction of the tensor charges for both EIC and SoLID mea-
surements. However, the 68% CL regions for the individual flavor 
charges do not overlap. Thus, the precision of the extracted ten-
sor charges may not correspond to the same high accuracy of the 
result once there are measurements (actual data) from multiple 
facilities. The reason is an incomplete kinematical region of the 
experiments and the unavoidable parametrization bias of our ex-
traction. The parametrization bias may be tamed partly by utilizing 
more flexible parameterizations, such as neural nets. The kinemat-
ical coverage of the experiments, on the other hand, is defined by 
the experimental setup, and it is difficult (if not impossible) to 
have one experiment cover the whole kinematical region needed 
for the most accurate extraction. In addition, using data from only 
one experiment may bias the extractions, as the systematic errors 
are quite difficult to account for in an unbiased way. Therefore, 
multiple experimental measurements covering the largest possible 
kinematical region are needed to achieve a precise and simulta-
neously accurate extraction of the tensor charge. SoLID will offer 
needed complementary measurements to the EIC in order to test 
that a consistent picture emerges across multiple experiments on 
the extracted value of the tensor charge. Only when a bulk of ex-

periments give consistent central values for quantities of interest, 
like the tensor charge, can one claim to have accurate results.

5. Conclusion

In this letter, we have studied the impact on the tensor charge 
from EIC pseudo-data of the SIDIS Collins effect using the results 
of the JAM20 global analysis of SSAs [13]. Both transversely po-
larized proton and 3He beams are considered across multiple CM 
energies for charged pions in the final state. We find that the EIC 
will drastically reduce the uncertainty in both the individual fla-
vor tensor charges δu, δd as well as their isovector combination 
gT . The 3He data is especially crucial for a precise determination 
of the down quark transversity TMD PDF and for up and down fla-
vor separation. Consequently, the EIC, from the combined data in 
measurements at five different energy settings with transversely 
polarized proton and 3He beams, will allow for phenomenologi-
cal extractions of the tensor charges to be as precise as the cur-
rent lattice QCD calculations. This will ultimately show whether 
a tension exists between experimental and lattice data. In addi-
tion, we performed a similar study on SoLID pseudo-data of the 
SIDIS Collins effect to be measured in a complementary kinemat-
ical region to the EIC and found that the proposed experiment at 
Jefferson Lab will also significantly decrease the uncertainty in the 
tensor charge. The combined fit that included both EIC and SoLID 
pseudo-data provides the best constraint on transversity and the 
tensor charges, with the results for the latter more precise than 
current lattice calculations. We emphasize that a precise measure-
ment cannot always guarantee a very accurate extraction of the 
distributions, and multiple experiments, such as EIC and SoLID, 
should be performed in a wide kinematical region in order to min-
imize bias and expose any potential tensions between data sets. In 
order to minimize the bias from the global QCD fit procedure, one 
may ultimately combine the data from different ways of accessing 
transversity, such as SIDIS single hadron and the di-hadron mea-
surements. Given that the tensor charge is a fundamental charge of 
the nucleon and connected to searches for BSM physics [14,16,17], 
future precision measurements from the EIC and Jefferson Lab sen-
sitive to transversity are of utmost importance and necessary to 

6

 

EIC and JLab 12 data will 
allow to have complementary 
information on tensor charge 
to test the consistency of the 
extraction and expand the 
kinematical region

L. Gamberg, Z. Kang, D. Pitonyak, A. Prokudin, N. Sato, R.Seidl, Phys.Lett.B 816 (2021)
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The Science
Inside the proton are elementary particles called quarks. Quarks and protons have an intrinsic

angular momentum called spin. Spin can point in different directions. When it is perpendicular to

the proton’s momentum, it is called a transverse spin. Just like the proton carries an electric

charge, it also has another fundamental charge called the tensor charge. The tensor charge is the

net transverse spin of quarks in a proton with transverse spin. The only way to obtain the tensor

charge from experimental data is using the theory of quantum chromodynamics (QCD) to extract

the "transversity" function. This universal function encodes the difference between the number of

quarks with their spin aligned and anti-aligned to the proton’s spin when it is in a transverse

direction. Using state-of-the-art data science techniques, researchers recently made the most

precise empirical determination of the tensor charge.

The Impact
Due to the phenomenon known as “confinement,” quarks are always bound in the proton or other

hadrons (particles with multiple quarks). The challenge is to connect the theory of quark

interactions (QCD) to experimental measurements of high-energy collisions involving hadrons. In

this study, researchers used a complete collection of transverse-spin data from electron-positron,

electron-proton, and proton-proton scattering in the first global analysis of its kind. They employed

this data to make the most precise known empirical calculation of the tensor charge. Scientists

need a precise and accurate determination of the proton's tensor charge to understand the proton's

internal structure and the dynamics of QCD strong interactions. This information is also very

important in searches for new physics.

Summary
Researchers from the Coordinated Theoretical Approach to Transverse Momentum Dependent

Hadron Structure in QCD Topical Collaboration (TMD Collaboration), working in conjunction with the

Thomas Jefferson National Accelerator Facility (Jefferson Lab) Angular Momentum Collaboration

(JAM Collaboration), analyzed data from a wide range of experiments where protons and/or quarks

were transversely polarized. This allowed for the most precise empirical determination of the

proton’s tensor charge. The tensor charge is not only a fundamental property of the proton but also

needed in searches for new physics. The results were then compared to computations of the

proton’s tensor charge by lattice QCD, which simulates the proton’s structure on a supercomputer.

After about a decade of results showing disagreement between empirical methods and lattice QCD

for the proton’s tensor charge, researchers for the first time found agreement between the two.

The empirical study was performed using QCD theory and state-of-the-art numerical methods. A

crucial part of the analysis was the utilization of data from electron-positron, electron-proton, and

proton-proton scattering. This opens a new frontier in QCD global analyses to simultaneously

include all possible measurements, like those from the future Electron-Ion Collider and Jefferson

Lab 12 GeV, to continue to increase the precision and accuracy of extracting the proton’s tensor

charge.
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The tensor charges of the nucleon are quantities of particular interest - they are 
fundamental properties of the nucleon that have connections to QCD 
phenomenology, ab initio lattice QCD computations, model calculations, and 
low-energy beyond the Standard Model studies (e.g., beta decay, EDM)
We have performed separate QCD global analyses of TSSAs in TMD/collinear 
twist-3 single-hadron observables and in dihadron fragmentation 
measurements, also studying the role of lattice QCD in our fits
Recent analyses by the JAM Collaboration show agreement between           
single-hadron and dihadron approaches for extracting transversity as well as 
compatibility with lattice QCD tensor charges, thus showing for the first time the 
universal nature of all this information
The EIC will play a transformative role in our understanding of the spin structure 
of the nucleon

Chapter 1

Overview: Science, Machine and
Deliverables of the EIC

1.1 Scientific Highlights

1.1.1 Nucleon Spin and its 3D Structure and Tomography

Several decades of experiments on deep inelastic scattering (DIS) of electron or muon beams
o↵ nucleons have taught us about how quarks and gluons (collectively called partons) share
the momentum of a fast-moving nucleon. They have not, however, resolved the question of
how partons share the nucleon’s spin and build up other nucleon intrinsic properties, such
as its mass and magnetic moment. The earlier studies were limited to providing the lon-
gitudinal momentum distribution of quarks and gluons, a one-dimensional view of nucleon
structure. The EIC is designed to yield much greater insight into the nucleon structure
(Fig. 1.1, from left to right), by facilitating multi-dimensional maps of the distributions of
partons in space, momentum (including momentum components transverse to the nucleon
momentum), spin, and flavor.

Figure 1.1: Evolution of our understanding of nucleon spin structure. Left: In the 1980s,
a nucleon’s spin was naively explained by the alignment of the spins of its constituent quarks.
Right: In the current picture, valence quarks, sea quarks and gluons, and their possible orbital
motion are expected to contribute to overall nucleon spin.

1
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FIG. 19. Results for three di↵erent fits: JAMDiFF (w/ LQCD) (blue), JAMDiFF (no LQCD) (red), and the JAMDiFF (w/
LQCD Flat Sampling) (orange). Top left: The pp asymmetry data from STAR [121] at

p
s = 200 GeV binned in ⌘ (black

circles) plotted against the results with 1� uncertainty bands. Top right: Same as the top left, except for the STAR data atp
s = 500 GeV [97]. Bottom left: Same as the top left, except for the SIDIS asymmetry data from COMPASS [117] on a

proton target binned in xbj. Bottom right: Transversity PDF xh
uv
1 plotted as a function of x at the scale µ

2 = 4 GeV2 with
1� uncertainty bands. The So↵er bound is indicated by the dashed black lines.

of the experimental data, and rerunning the fit. Upon doing so, we find a similar �
2
red of 0.86 for ETMC �u, and

a significantly lower �
2
red of 2.26 for PNDME �u. Thus, the ability for the fit to describe the PNDME �u point

is restricted by its tension with the ETMC result combined with the fact that the ETMC points lies closer to the
JAMDiFF (no LQCD) result. The �2

red for the STAR data remains nearly identical, while the �2
red for SIDIS increases

from 1.04 to 1.09. While the increases in the experimental �2
red are small, they are significant enough to prevent a

better description of the PNDME �u point due to its small weight in the fit. We will discuss in detail below the
sources of the increases in the �

2
red of the experimental data when LQCD information is included.

Before doing so, we mention an alternative way of treating the LQCD data, which takes into account the tension
between the ETMC and PNDME �u measurements in a more conservative manner. We label this method as “JAMD-
iFF (w/ LQCD Flat Sampling).” Instead of fitting the ETMC and PNDME points directly, we construct a range for
�u that covers both points including their 1� errors: 0.707 < �u < 0.817. We then generate two points randomly (flat
sampling) within this range with the 1� error taken to be (0.817 � 0.707)/2 = 0.055. We repeat this process for �d.
Upon including these new points in the fit, we find �u = 0.62(5), �d = �0.195(11), and gT = 0.82(5). The result for
�d unsurprisingly agrees with that of the w/ LQCD fit (see Table III). The result for �u, on the other hand, lies in
between the no LQCD and w/ LQCD fits (1.4� larger than the former and 1.7� smaller than the latter) in both its
central values and in the size of its errors. This is to be expected given the larger errors on the generated �u data,
which have less of an impact on the transversity PDFs and cause the extracted result for �u to also have larger errors.
Ultimately, we find a 1.9� discrepancy between the extracted �u and the constructed data point �u = 0.762(55), again
demonstrating reasonable agreement between experiment and LQCD. We note that this method of fitting the LQCD
data is more lenient with regard to testing the compatibility between experiment and LQCD. Our “standard” method
of fitting ETMC and PNDME separately is a much more stringent test of their compatibility with experimental data
and still successful.

From Table II we see that the largest changes in the �2
red going from the no LQCD to w/ LQCD fits are seen in the

STAR 200 GeV data have a preference for a large  at large x, while the 
COMPASS proton data and STAR  500 GeV data prefer a smaller . In such a 
situation where there are competing preferences the choice of likelihood function  
and prior do not guarantee that the fits overlap within statistical uncertainties.

huv
huv



JAM METHODOLOGY

66

40

Now that we have calculated …χ2(a, data)
Likelihood Function

Bayes’ Theorem

40

Now that we have calculated …χ2(a, data)
Likelihood Function

Bayes’ Theorem

40

Now that we have calculated …χ2(a, data)
Likelihood Function

Bayes’ Theorem


