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A Large Ion Collider Experiment

• Transmit data upstream

• Supply clock and trigger to detector

• Supply and monitor detector power

• Facilitate detector slow control

• Able to withstand radiation and magnetic field

System requirements
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A Large Ion Collider Experiment

• Current infrastructure:

– Readout Units (RU)

– Power Units (PU)

• RUs and PUs most remain in place for ITS2 Outer Barrel

• Consequence of first order data rate estimation:

– ITS3 (3 layers)-> additional 24 RUs (4 layers -> 44 RUs)

– Not trivial to find room in cavern close to detector

– Use of all current spares -> need to produce more RUs

• Increase of link bandwidth [1.2 -> 10.24 Gb/s]

– Transmission via copper links up to 7m not possible

– Use of repeaters or electrical-optical transceivers close to detector necessary

• ITS2: conservative powering concept

– Sensitive to impedance

– A lot of cables

– PU dependent on RU for control

• ITS3: utilize recent CERN developments

– Radiation hard DC/DC converters and control ASIC

– Regulation close to the detector

– Drastic reduction of cables due to higher input voltage

• RU and PU replaced by Detector Management Board

– Avoid use of intelligence (FPGA/ASIC)

– Make use of in-house expertise (lpGBT/VTRx+/bPols)

Re-use of current PP-1 infrastructure?
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ITS2 RUs and PUs
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Services location
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• Services as close as possible to detector

• Volume limited to stay out of acceptance of the forward detectors

• Close collaboration with the mechanics team at CERN and Grenoble
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• Direct connection between 
detector and 
optical transceiver (VTRx+)

– No data processing

– lpGBT encoding

• Slow control via lpGBT

– E-links to detector

• Multiple boards with board-
to-board connections for 
control and power

– A master board for control

• Radiation qualified COTS 
or CERN-developed 
components

• Backup control link

– CANbus, RS-485, ...

Detector Management Board (DMB) – Data and Control
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FELIX

4 TX & 1 RX
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lpGBT Capabilities
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• Low current towards infrastructure

• Self-monitoring, controlled by lpGBT

• Back-end power infrastructure (e.g. CAEN A2554 & CAEN A2518)

– Located in CR-4 -> neither magnetic nor radiation field

Detector Management Board (DMB) – Power
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• Based on DC-DC converters

– CERN bPols (48V -> 12V, 12V -> 1.8V)

• Supply detector on both A- and C-side

– Need load balancing to avoid skewed v-drop

• Main power separated between detector and link/control

– Allow tripping of detector power at various levels without affecting link/control

          

                    

              

   

   

    

                               

    
     

          

            

            

            

                    

     

          

          

    

     

          
    

     

          
    

          

                  

   

         

             
           

   

     

     

          
    

    
     

          

   

   

   

           

   

              

            

          



A Large Ion Collider Experiment

• RU responsibilities => to CRU

– Trigger Handling

– Data packing

– Slow control

• Reuse of major blocks 
from current CRU firmware

– ONU interface

– PCIe interface

– Datapath wrapper & DMA

• Frontend replaced by lpGBT-
FPGA block + vendor transceiver 
IP

• New blocks needed for trigger 
handling, slow control and data 
packet assembling

– Similar to ITS2 firmware blocks

Back-end electronics – Common Readout Unit
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lpGBT-FPGA block+

vendor transceiver IP
ITS2 RU firmware block

+ Pattern player

Pattern player + Decoder

Similar to ITS2 RU and 

UL firmware block
Reuse CRU CL 

firmware blocks
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• Goal: realistic estimate of the particle load on the detector in Pb-Pb using some reasonable simplifications

– Focusing on Layer 0 at 18 mm radius exclusively

– Beam properties

• 100 kHz average interaction rate (safety factor of 2)

• 1000 out of 3564 bunches interacting, equal interaction probability for each bunch

• Assuming all bunches of a strobe to be populated for bunch spacing of 50 ns (as foreseen for Pb-Pb)

• Smearing of the vertex z-position using a Gaussian distribution with sigma = 6 cm

• Interaction probability (and pile-up) calculation according to a Poisson distribution

– Physics

• Random centrality for each interaction using 20 bins (steps of 5% in centrality),
using multiplicity corresponding to 0-1% for the most-central bin*

• Multiplicity density: based on mean multiplicity for centrality* and Poisson distribution**

• Pseudo-rapidity dependence table with 1cm step width*

• QED background: mean of 14 particles / cm2 in 10 µs, Poisson distribution**

– Cluster size:

• Average cluster size: 1.2 in rφ

• Geometrical determination of cluster z-extension assuming pixel depth of 10 µm and pixel pitch of 20 µm

• 30% safety margin

– Assuming hits to only appear in their individual strobe

• Comparison and unification of our simulations with the ones of the chip design team (WP2) ongoing

Simulation model for data rates
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Your feedback is vital!

* values derived from ITS3-WP1 presentation by F. Schlepper
** to be replaced by a NBD (Negative Binomial Distribution)

https://indico.cern.ch/event/1239383/contributions/5281416/attachments/2597686/4484654/hitDensityRLoad.pdf
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• Average bandwidth per chip segment (in rφ on L0): 4 Gbit/s

• Segments: 3 / 4 / 5 / 10 for L0 / L1 / L2 / L3 respectively

• 6 high-speed links per segment either 5.12 Gbit/s or 10.24 Gbit/s:

• Separation of control and readout for ITS3: 2 CRUs for detector control in a dedicated server

• Up to 12 additional CRUs needed (considering the 8 CRUs currently used for the ITS2 IB)

Current bandwidth and CRU estimates
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* assuming all segments to have 

the same throughput as on L0

** assuming 24 CRU links

*** assuming 110 Gbit/s CRU 

output bandwidth

Preliminary results

Baseline (L0 – L2) 4 Layers (L0 – L3)

Total link count 144 264

Detector mean bandwidth from simulation* 96 176

Link net bandwidth (Gbit/s) 3.84 7.68 3.84 7.68

Detector net bandwidth 550 1100 1000 2000

CRU need based on link count** 6 11

CRU based on bandwidth*** 5 11 10 20

Control 2 2 2 2

Total CRU (net bandwidth) 8 14 14 22

0 6 6 14

14+6=20
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Extra Material
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Simulation input numbers / event generation
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A Large Ion Collider Experiment

• Fiber network is similar to ITS2

– Additional 10m + an extra connection

• VTRx+ equals VTRx transmitter minimal output power

• Reusing MiniPOD receiver on CRU-side

• Link coding (FEC5 or FEC12) provide additional margin

• Trunk cables:

– ITS2

• Installed: 6 + 2 (backup)

• IB MPO connectors: 18

• Backup MPO connectors: 24

– ITS3

• 16 (or 26) MPOs for baseline (or 4 layers) assuming remapping in the cavern 

-> Could use 8 backup MPOs, but remapping difficult to implement

• 40 (or 70) MPOs for baseline (or 4 layers) w/o remapping

-> Installation 2 (or 5) of trunk cables required -> should become baseline

Fiber Network
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Configuration & calibration - Estimations
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• Currently estimating how 

much time is needed to 

configure and calibrate 

detector

• It is obvious that 

broadcasting to multiple 

chip segments and RSUs 

are required
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