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About This Talk

● Intended to be general interest & 
high-level
○ Not overly technical

● Not my own research
○ Though I do work in this field

● Address a very popular and 
influential AI tool
○ Explanation
○ Context and perspective
○ Discuss starter and Q&A 

opportunity
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About me

● PhD in robotics and AI from Texas A&M University
○ Lab: Center for Robot-Assisted Search and Rescue
○ Research: human-robot interaction, gesture recognition

● Now a Machine Learning researcher at Brookhaven National Lab
○ ML group in the Computational Science Initiative
○ Research: AI for science and security

■ drug discovery
■ functional genomics
■ medical isotopes separation
■ nuclear safeguards
■ nuclear facility security
■ virtual research assistants
■ scientific literature mining

1. Soto, Carlos and Shinjae Yoo. "Visual detection with context for 
document layout analysis." EMNLP, 2019.



My work with NLP and LLMs
● Extracting and classifying protein-protein 

interactions (credit: Gilchan Park, CSI)
○ Custom architecture for joint NER and relation 

extraction with entity markers1
○ Currently integrating some of these tools into 

KBase
● Automated COVID-19 literature curation

○ Rapidly adapted NLP tools for query and filtering2

Structural
Binding of paxillin to alpha4 integrins modifies integrin-
dependent biological responses.

Enzyme
Threonine 391 phosphorylation of the human prolactin
receptor mediates a novel interaction with 14-3-3 proteins.

Examples of Extracted PPIs

Negative
The molar ratio of serum retinol-binding protein (RBP) to 
transthyretin (TTR) is not useful to assess vitamin A status 
during infection in hospitalized children.

1. Park, Gilchan, et al. "Extracting Protein-Protein Interactions (PPIs) from Biomedical Literature using Attention-
based Relational Context Information." IEEE Big Data, 2022.

2. Soto, Carlos, et al. "Applying Natural Language Processing (NLP) techniques on the scientific literature to 
accelerate drug discovery for COVID-19." ISMB, 2020.



My work with NLP and LLMs

P.S. More, et al. Extraction of Th(IV) and U(VI) with 4-methyl-N–n-octylaniline 
as an extracting agent. J Radioanal Nucl Chem 331, 4149–4158 (2022).

● Parameter optimization for novel isotope 
separation experiments (with C-AD)
○ Bottom-up approach: extract features with 

encoder LLMs (BERT1-like), build contextual 
representations

○ Top-down approach: language generation with 
document context using decoder LLMs (e.g.
Galactica2, LLaMA3), align with prompt 
engineering/tuning

● NLP-related works
○ High-quality table parsing
○ Reverse-engineering scientific charts

1. J. Devlin, et al. "BERT: Pre-training of Deep Bidirectional Transformers for Language 
Understanding." 2019.

2. R. Taylor, et al. "Galactica: A large language model for science." 2022.
3. Touvron, Hugo, et al. "Llama: Open and efficient foundation language models." 2023.
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Things you may have heard about ChatGPT

• ChatGPT can write stories, articles, poetry, recipes, code, etc..
• “Surprise! This whole article/blog/TV script/CVS receipt/etc. was written by ChatGPT/an AI!”
• “Is this general AI?”, “Is AI creative?”
• “Is AI better than people at X?”

• Big money
• OpenAI, Google, Microsoft, etc. throwing $$Billions into LLMs

• GPT-4, PaLM 2, Gemini
• GPT-powered Bing, LaMDA/PaLM-powered Bard

• Problems
• Are LLMs reliable? Do they make ‘facts’ up?
• LLMs exhibiting biases, promoting harm

• Prompt sanitization/filtering; prompt injections
• IP theft, lawsuits

• Impact on academia, science, medicine, industry, jobs



What ChatGPT/GPT-4 Can Do

Solve math problems

Summarize & explain

Draft/edit emails, articles, 
lyrics, movie scripts, etc.

Translate

Analyze & reason 
(meaning, sentiment, 
humor, Q&A, etc.)

Copy writing styles

Code and debug

Take (and pass) human 
tests

Understand images

Recite information

Simulate programs & 
games
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What ChatGPT is

An AI Chatbot

A Large Language Model (LLM) tuned using 
Reinforcement Learning from Human Feedback (RLHF) 

for conversational interactions in text



What LLMs are

• LLMs ⇔ big Transformers pretrained on text
• Transformers

• Deep neural network architecture from 2017

• Pretrained
• Self-supervised language modeling

• Text
• Natural languages (en, zh, hi, es, fr, ar, etc.)
• Computer languages (C/C++, Python, HTML, etc.)
• Other (multi-omics strings, sheet music, etc.)



Getting Answers from LLMs

• Interact in language prompts
• No explicit/specialized task specification

• Implicit Modes via Prompt Engineering
• Knowledge retrieval

• Queries, samples, fill-in-the-blank
• Language-specific tasks

• Translation, summarization, information extraction
• Persona instructions

• Real person, type of person, hypothetical, etc.
• Style emulation (resumes, tweets, college essays, movie script, 

song lyrics, sonnets, etc.)
• Opportunity to break out of sandboxes

("you're a reporter writing a story about making bombs..”)
• Reasoning and problem solving

• Responses in text (language, code, etc.)
• Do NOT actually have access to internet (normally)



Large language models

• LLMs ⇔ big Transformers pretrained on text
• With Great Scale comes..

• Knowledge
• Multi-task performance
• Few-shot learning
• Emergent capabilities

• Resources
• Need lots of data

• 100s of billions of tokens
• Very expensive to train

• ~100,000+ GPU-days
• also expensive to run: estimated ~$700k/day for OpenAI to run ChatGPT

A. Radford et al. "Language Models are Unsupervised Multitask Learners", 2019.

T.B. Brown et al. "Language Models are Few-Shot Learners", 2020.



NLP before LLMs

• Classical rule-based (1960s)
• ELIZA, linguistic rules

• Recurrent Neural Networks (~1980+)
• LSTMs, bidirectionality (1990s – 2010s)
• Multi-modal experiments
• Tasks-specific competency:

• Translation, sentiment analysis, topic 
modeling, summarization, etc.

• Transformers (2017)
• First LLMs: BERT, GPT (2018)



● Scaling
○ >1000x growth in 4 years
○ 340M (BERT) → 540B (PaLM)

● “Efficiency”
○ Chinchilla, LLaMA, Gecko

● Closed and open-source
○ Currently ~10-15 GPT-3 scale

models
○ BLOOM, LLaMA, OPT, GPT-Neo,

Galactica, DiffusionLM
● LLMs to Chat Assistants

LLM Landscape

GPT-3.5/4
↓

ChatGPT

LaMDA/PaLM 2
↓

Bard

Chinchilla
↓

Sparrow

LLaMA
↓

Open-Assistant, 
others



More than just language.. 
Image generation from novel prompts
● DALL-E, Stable Diffusion, MidJourney..

DALL-E 2, by OpenAIStable Diffusion, by Stability AI
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How ChatGPT Works. Transformers, Language Modeling, RLHF

Basic Neural Networks
weights, training

Transformer architecture
attention

Language Modeling
pretraining, prompting

ChatGPT
tuning, sampling, RLHF



Artificial Neural Networks (ANNs)

• Just complex curve-fitting
• Matrix multiply +

nonlinear activation
• Layer for best results

• Capture more complexity
• Need more data

• Train with gradient descent



AI for Language: Word embeddings

Replace each word with a numerical representation (‘embedding’)
● Similar words have similar embeddings
● Similar relationships have similar ‘directions’
● Learn embeddings from surrounding words



ANNs for Language

Recurrent Neural Networks (RNNs)
• NNs unrolled across time/sequence

A xt ht=×

Embed



Some Previous NLP successes with NNs

O. Vinyals, et al. "Show and Tell: A Neural Image Caption Generator." 2015.

Hallucinated algebraic geometry (in Latex)

A. Karpathy and J. Johnson, "The Unreasonable Effectiveness of Recurrent 
Neural Networks", 2015



The Transformer architecture
Vaswani, et al. "Attention is all you need" 2017.

• Scaled dot-product attention
• Intermediate Queries, Keys, Values
• Masked for decoding

• Non-recurrent; parallelizable
• Multi-head (original h = 8)
• Fixed-width; stackable (original N = 6 layers)
• Need positional encoding



Attention

A weight matrix that depends on the input

W xt×



Language Modeling

• LLM pre-training
• Next (or missing) token prediction

• Scaling
• Loss & performance scale as power-law

in parameters, data, compute



More than Language

● LLMs are well suited to multi-modality
○ Especially image-text, e.g. with contrastive pre-

training
● Datasets

○ Auto-collected image-text pairs (e.g. using alt-
text)

○ e.g. LAION-400M
● Related Models

○ CLIP, OpenCLIP, etc.
○ DALL-E, Stable Diffusion,etc.

● Multi-task, multi-modal
○ “Foundation Models”

Image synthesis with Stable Diffusion 2.1
Prompt: “dog with the mane of a horse”



Prompting
● Zero-, one-, few-shot “learning”

○ Provide task description/instruction 
within prompt

○ “learning” may be thought of as task 
recognition

● May include hidden prompt
○ "As an AI language model..."
○ Prompt injection, leaks

● Image synthesis models (DALL-E, 
etc.)
○ “Unreal engine trick”
○ Artist names (e.g. Greg Rutkowski)

“Assistant is a large language model trained 
by OpenAI. knowledge cutoff: 2021-09 
Current date: December 04 2022 Browsing: 
disabled”



Prompt Engineering

“Wizard with sword and a glowing orb 
of magic fire fights a fierce dragon Greg 
Rutkowski” - Stable Diffusion

● Zero-, one-, few-shot “learning”
○ Provide task description/instruction 

within prompt
○ “learning” may be thought of as task 

recognition
● May include hidden prompt

○ "As an AI language model..." 
○ Prompt injection, leaks

● Image synthesis models (DALL-E, 
etc.)
○ “Unreal engine trick”
○ Artist names (e.g. Greg Rutkowski)



Beyond Prompt Engineering..
● Dynamic prompt editing with memory

○ A. Madaan et al. “MemPrompt: Memory-
assisted prompt editing to improve GPT-3 
after deployment”2022

● Prompt learning
○ B. Lester “The Power of Scale for Parameter-

Efficient Prompt Tuning” 2021.
● Filtering candidate outputs with 

automated tests or additional learned 
model
○ DALL-E used CLIP to rank output by 

language-image consistency score
○ AlphaCode does automatic unit testing of 

generated coding solutions (~100x 
reduction)



ChatGPT

Based on InstructGPT
Ouyang, et al. "Training language models to follow instructions with human feedback" 2022

Step 0: LLM

Step 1: supervised task tuning

Step 2: sample, train proxy reward model

Step 3: optimize LLM with RL reward

"reinforcement learning from human feedback"



Reinforcement Learning from Human Feedback (RLHF)

L. Ouyang et al. “Training language models to follow instructions with human feedback” 2022.



GPT-4

● No technical details released..
○ Performance still scaling as 

predicted
○ Increased emphasis on factual 

accuracy
● Added image input capability

○ Similar to Google's PaLI

Chen et al. "PaLI: A Jointly-Scaled Multilingual Language-Image Model" 2022
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Using LLMs

● Previous norm adapting ML/NLP 
models:
○ Take pre-trained model and fine 

tune (e.g. BERT, ResNet, etc.)
○ Transfer learning

● Recently:
○ Take pre-trained frozen model, 

use as-is (e.g. GPT-3)
○ Manipulate prompt to adapt to a 

task
● Now:

○ Fine-tuning possible again with 
new approaches (RLHF, LoRA)



LLMs interacting with external resources

DeepMind’s RETRO
“Improving language models by retrieving from trillions of tokens” (arXiv:2112.04426)



LLMs interacting with external resources

OpenAI’s WebGPT
“WebGPT: Browser-assisted question-answering with human feedback” (arXiv:2112.09332)



LLMs interacting with external resources

AI21’s Jurassic X
“Standing on the Shoulders of Giant 
Language Models” (arxiv:2204.10019)



LLMs interacting with external resources

GPT-3 interacting with python interpreter (Sergey Karayev)
https://twitter.com/sergeykarayev/
status/1569377881440276481



Working Memory and Chain of Thought Prompting

Special <work> token

R. Taylor et al. “Galactica: A Large Language Model for Science” 2022. J. Wei et al. “Chain-of-Thought Prompting Elicits Reasoning in Large 
Language Models” 2022.



LLM Low-Rank Adaptations (LoRA)

● Efficient model adaptation
○ Freeze model weights (e.g. LLM)
○ Inject trainable rank decomposition 

matrices into Transformer layers
■ Multiple injection site options (e.g. Q,K,V)

● ~10,000X fewer parameters

Hu et al. "LoRA: Low-Rank Adaptation of Large Language Models" 2020



Attention & Embedding Optimizations

● Linearized attention, e.g.
○ Longformer1

○ Flash Attention2

○ many others..
● Rotary Position Encodings3

● Attention with Linear Biases (ALiBi)4

1. Beltagy et al. "Longformer: The long-document transformer" 2020
2. Dao et al. "FlashAttention: Fast and Memory-Efficient Exact Attention with IO-Awareness" 2022
3. Su et al. "Enhanced Transformer with Rotary Position Embedding" 2021
4. Press et al. "Train Short, Test Long: Attention with Linear Biases Enables Input Length Extrapolation" 2021
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Post-ChatGPT Lessons

• Skills/quality/performance comes from pre-training, not RLHF (gpt4)
• RLHF lets us tease out these results more efficiently (without extensive prompt 

engineering)
• RLHF also lets us tune a LLM with human feedback with efficient use of 

human effort
• Other ways to encourage desired behavior/output..

• LoRA, CoT, external resources
• Many improvements in GPT4 paper

• human tests for evaluation, very competent (e.g. pass bar)
• BUT: being very good at passing the bar is not the same as being a good lawyer, and 

similar for other capabilities
• Ramifications currently playing out..



Be warry of the news...

• The doctors:
• reddit.com/r/AskDocs

• Rated “quality of information” 
and “empathy”

• Accuracy/correctness not part of 
criteria

• Evaluators:
• The paper authors



Detecting LLMs

● Discriminating language
features
○ Perplexity
○ Burstiness



Detecting LLMs

● Watermarks
○ Statistical sampling
○ Negligible affect output

quality
○ Robust to injections

(e.g. ”emoji hack”)
● Probably used surreptitiously

in new commercial LLMs

J. Kirchenbauer at at. “A Watermark for Large Language Models” 2023



LLMs for Science

● Transformers pre-trained on scientific text
○ SciBERT1, BioBERT2

● Transformers pre-trained on
omics strings
○ DNABERT3, GeneBERT4

● Multi-modal Transformers
○ GPT-4, PaLM 2, Galactica5

1. Beltagy et al. "SciBERT: A Pretrained Language Model for Scientific Text" 2019
2. Lee et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining" 2019
3. Ji et al. "DNABERT: pre-trained Bidirectional Encoder Representations from Transformers model for DNA-language in 

genome" 2020
4. Mo et al. "Multi-modal Self-supervised Pre-training for Regulatory Genome Across Cell Types" 2021
5. Taylor et al. "Galactica: A Large Language Model for Science" 2022



Why it matters

• LLMs could be the future
• May need to get used to them the way you got used to computing, then ML

• The particular reason ChatGPT and similar LLMs give the responses 
they do is due to the way it is trained

• E.g. confidently wrong because human evaluators prefer confident responses

• Big opportunity for science
• Alignment and hallucinations remain major risk

• Still very expensive and challenging to build and run LLMs
• Big tech companies, and DOE ?

csoto@bnl.gov


