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Outline

● Need for Summarization 

● The envisioned pipeline for Retrieval Augmented 
Generation using LLM

● Data and embedding methods

● Some example summarizations

● Evaluating the summarizations using quantitative 
metrics

● Ongoing and next steps 
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Why RAG based LLM for Summarization?

Why a summarization tool?

● Ease of retrieving up to date information on 
topics.

● Extremely useful for new collaborators and 
especially graduate students.

● Towards building a specialized science for 
EIC.

● Large Scale Experiments ∝ Size of document 
database.

31400 physicists, 240 institutions and 
38 countries….

Why LLM based summary?

● Increased contextual understanding posed by 
LLM 

● Enhanced information retrieval and faster 
decision making.

The requirement?

● Should be free of hallucinations.
● Should under and unfold all contexts using 

short prompts
● Provide up to date information without 

“being” constantly trained

https://www.eicug.org/content/map.html
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Retrieval Augmented Generation using LLM pipeline
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● Given a prompt, compute similarity 
index. Select the most closest vectors

● Choose a response template. Embed 
the vectors along with input prompt 
and feed into LLM 

● Evaluate the response 

○ Model fine-tuning

○ Build metrics for context tuning 

● Multi Modal Output

Ingestion Inference

● Load data (semantic) both structured 
and unstructured from sources

● Split data in small repetitive chunks – 
text corpus 

● Embed these chunks into a vector space 
using an embedding model 

● Store these vectors in a database for 
retrieval later.
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A pilot study – Ingestion 
● The Objective – Summarization tool with “relevant 

citations” for within EIC.

● Framework built has to be scalable and fairly automated
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Data loading

200 recent ArXiv publications
Source files and PDFs

Split in Chunks
● PyPDF Reader to read texts from PDF 

files

● Latex splitter – tag based splitting to 
create chunks. Had to extend and build

● Equations selected as an object in 
Latex splitter

● Storing Figure location and table 
location as metadata while captions are 
split in chunks – can create multi 
modal output*

● upto 120 char chunks with 10 char 
overlaps

Vector embedding 
and storage

● text-embedding-ada-002

● 1536 size vector with cosine 
similarity

● Get first 100 similar vectors

● LanceDB – Lightweight local 
DB. Ideal for prototyping. 

● Scalable solution PineCone
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A pilot study – inference
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User Prompt

Vector 
embeddings

Response 
Template ChatGPT3.5

RAG 
based 

summary

Chain-1

Chain-2

Control Sample - 
20 questions

LanceDB

Similar vectors
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Question 1: Where will EIC experiment be built?

LateX Splitter – 0.37; PyPDF Splitter – 0.32

Question 2: How are dRICH detectors optimized at EIC?

LateX Splitter – 0.26; PyPDF Splitter – 0.21

Question 3: Give me the latest update on EIC tracker

LateX Splitter - 0.35, PyPDF Splitter – 0.29

A pilot study – inference – LateX vs PyPDF Splitter
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Vector 
embeddings

User Prompt

Similarity index.

2305.15593v1

● PyPDF Splitter splits based on text only, while LateX 
splitted splits based on “tags”

● Figure caption is tagged separately 

https://arxiv.org/pdf/2305.15593v1.pdf
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Setting context

Setting the 
appropriate context 
with LLM. 

Crucial in getting 
desired outcome.

Ongoing efforts to 
come up with Zero 
Shot Prompt for the 
summarization task
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User Prompt

Vector 
embedding

Response 
Template



AI4EIC 2023 November 30 2023Karthik Suresh

A targeted example
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How to evaluate this response?

Ragas score 

1. Faithfulness – 

2. Answer relevance –

3. Context relevance –

4. Answer correctness – Qualitative. Need 

ground truth.

Faithfulness = 2/2 = 1.
Answer relevance = ½ = 0.5
Context relevance = 5/7 ~ 0.7
Answer correctness = ½ = 0.5

https://arxiv.org/abs/2210.08609v2

https://arxiv.org/abs/2108.08314v1

https://arxiv.org/abs/2210.08609v2
https://arxiv.org/abs/2108.08314v1
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Another more complex full example

https://arxiv.org/abs/2203.07626v2

https://arxiv.org/abs/2302.01447v1

https://arxiv.org/abs/2210.04879v2

https://arxiv.org/abs/2305.02079v2

https://arxiv.org/abs/2305.15593v1 10

How to evaluate this response?
Ragas score 
1. Faithfulness ~ 4/25
2. Answer relevance – 1
3. Context relevance – 1
4. Answer correctness – Qualitative

● Repeated this exercise for 50 questions mainly 
on the EIC detector topics 

● Targeted questions are relatively easier to 
quantify and evaluate. 

# of 
Hallucination Faithfulness Answer 

relevance
Context 

relevance
Answer 

correctness

3/50 26% 62% 100% Qualitative

https://arxiv.org/abs/2203.07626v2
https://arxiv.org/abs/2302.01447v1
https://arxiv.org/abs/2210.04879v2
https://arxiv.org/abs/2305.02079v2
https://arxiv.org/abs/2305.15593v1
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Conclusion and next steps
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Methodology Development:

● Focused on developing a robust evaluation methodology for the EIC dataset and its 
corresponding answers.

● Developing a frontend using lang-serve and lang-smith to better improve call tracing and user 
experience

● Working on coercing figures and table metadata to produce a multi-modal summary report.

LLM as Judge for Evaluation[1]:

Currently pursuing the LLM as Judge solution, recognizing the importance of base truth in 
specific cases. The idea is to reduce the total number of evaluations using base truth.

Summarization Assistant Proof of Concept:

Successfully presented the initial proof of concept for a potential Summarization assistant.

https://arxiv.org/pdf/2311.09476.pdf
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Back ups
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A full example
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