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Streaming readout  VS triggered DAQ

✴ High luminosity experiments 
• Current experiments are limited in DAQ bandwidth
• Reduce stored data size in a smart way (reducing time for off-line 

processing)

✴ Shifting data tagging/filtering from the front-end (hw) to the 
back-end (sw) 

• Optimize real-time rare/exclusive channels selection
• Use of high level programming languages
• Use of existing/ad-hoc CPU/GPU farms
• Use of available AI/ML tools
• (future) use of quantum-computing

✴ Scaling 
• Easier to add new detectors in the DAQ pipeline
• Easier to scale
• Easier to upgrade

Many NP and HEP experiments adopt the SRO 
scheme (with different solutions):

• CERN: LHCb, ALICE, AMBER
• FAIR: CBM
• DESY: TPEX
• BNL: sPHENIX, STAR
• JLAB: SOLID, BDX, CLAS12, … 

Why SRO is so important?

SRO advantages are evident but it needs to be 
demonstrated by the use in real experimental 

conditions

SRO is a must if we want to fully unlock the 
scientific potential of experiments
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Testing SRO @ JLAB

✴ 2020-21 test results published on Eur. Phys. J. Plus 

(2022)137:958 https://doi.org/10.1140/epjp/
s13360-022-03146-z)

✴ New tests in spring 2023 to test the SRO framework 
using a 3x3 and a 5x5 SciGlass EIC-EM 

✴ Setups: 

• Cosmic rays (Hall-B): commissioning of SRO DAQ 

• EM shower (Hall-D): EM shower in SciGlass 

✴ Goals: 

• Real-time AI-supported algorithms (clustering, calibration, …)  

• Data collected in ‘dump-’, ‘tagging-’ and ’filtering-’ mode 

• JLab SRO system performance profiling

✴ Setups: 

• On-beam test in HALL B @ JLAB: CLAS12 Forward tagger 

✴ Goals: 

•  SRO framework assembling 

• Physics channel identification: pi0 production

https://doi.org/10.1140/epjp/s13360-022-03146-z
https://doi.org/10.1140/epjp/s13360-022-03146-z
https://doi.org/10.1140/epjp/s13360-022-03146-z
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2020-21 SRO test @ JLAB - HALL B

✴ On-beam tests:
• 10.4 GeV electron beam on thin Pb/Al  target

✴ Hall-B CLAS12 Forward Tagger: Calorimeter + Hodoscope  
• FT-CAL: 332 PbWO4 crystals (APD)

▪ 10 +12 FADC250 boards + 2VTPs (in 2 crates/ROCs)
• FT-HODO: 232 scintillator tiles (SiPM)

▪ 15 FADC250 boards

✴ SRO DAQ full chain: JLAB-FADC250, TRIDAS, JANA2

GOAL:
✴ DAQ implementation and preliminary performance study
✴ First AI application in SRO on real data tested online
✴ Physics channel identification: pi0 production

• e + Pb/Al ->(X) eπ0-> (X)eγγ
‣ Two gammas detected in FT-CAL
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SRO DAQ
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2020-21 SRO test: DAQ performance

✦ Linux servers used:
➡ 48 Cores, 1GHz each, 64 GB RAM
➡ 3 servers used for all modules

✦ HM instances:
➡ CPU consumption linear with number of instances 

(500% - 1600%)
➡ Memory occupancy constant (12-13 GB per run)

✦ TCPUs instances: 10 instances on 2 
servers => 20 instances

➡ 5 time slices at the same time on each instance
➡ Trigger: JANA2 plugins 
➡ CPU consumption: depending on the trigger 

algorithms: 400% (traditional cluster trigger) - 
1600% (AI-based cluster trigger) 

➡ Memory occupancy: 20-24 GB

✦ Data Rate from the FEE
➡ High zero suppression threshold: ~50 MeV in the 

ECAL; ~ 1 MeV in the HODO
➡ 3VXS crates with 6 fiber uplinks: 4GB/s (~800MB/s 

per uplink )
➡ No data frame dropping
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2020-21 SRO test: DAQ 

Two pi0 peaks corresponding to two vertices (and 
a wrong assumption on the vertex position)

• Measured (expected) pi0 yield
◦ Peak 1 : 1365 +/- 140 (~1800)
◦ Peak 2: 930 +/- 100 (~420) 

• Good agreement provides a significant 
validation of the SRO DAQ performance

• Physics channel identification: pi0 production
• e + Pb/Al ->(X) eπ0 -> (X)eγγ
• Two gammas detected in FT-CAL
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2023 SRO test @ JLAB - HALL D

✴EIC EM bCal Sciglass prototype 
• Use the Hall-D Pair Spectrometer setup
• Secondary e+/e- beam: E range (3-6) GeV
• 5x5 Sciglass blocks,  SiPM readout
• fADC250+VTP front end
• Detector read in the same time by three DAQ

• Triggered GLUEX DAQ
• SRO-DAQ
• Alternative SRO-DAQ 

M. Battaglieri, V.Berdnikov, S.Boiarinov, M.Bondi, J. Chrafts, C. Fanelli, A. Fulci, 
Y. Ghandilyan, D. Lawrence, S. Grazzi, T.Horn, A. Somov, M.Spreafico

✴ Goals:
• JLab SRO system performance profiling
• Real-time AI-supported algorithms 

(clustering, calibration, …) 
• Data collected in ‘dump-’, ‘tagging-’ and 

’filtering-’ mode
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The detector: scintillating glasses

✴Attenuation length ~ (15± 5) cm

✴ LY ~ (4 ± 0.5) pe/MeV

Credit to: M. Spreafico, S. Grazzi, M. Battaglieri
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The detector: scintillating glasses

✴ 25 Glasses (2x2x40 cm3) read by 2 
SiPM (Hamamatsu S14160-6050HS) 

✴ Scintillating glass characterization at 
INFN-GE 

• A telescope of three large area 
(80x150 cm2) RPCs (ALICE-TOF like) 
to measure the att. length

✴Attenuation length ~ (15± 5) cm

✴ LY ~ (4 ± 0.5) pe/MeV

Credit to: M. Spreafico, S. Grazzi, M. Battaglieri
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2023 SRO test @ JLAB - HALL D: set-up
• 5x5 2x2x40 cm3 blocks 
• SiPM: 2x 6x6 mm2, 50um, Hamamatsu, mounted on a PCB 
• Prototype irradiated with 4 GeV Hall-D PS e+ beam  
• DAQ: 

• SRO-DAQ 
• Triggered DAQ: GLUEX DAQ 
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Test results - SRO DAQ

JANA2 plugin 
clustering  

Credit to: M.Spreafico

12

JANA2 plugin 
cosmic  

Charge [A.U.]

✴TRIDAS + JANA 
✴ Same reconstruction algorithms (software triggers) 

for both on-line and off-line analysis 

✴ Cluster identification with standard/ML algorithm 

✴ Cosmic ray tracking 

✴ Real time tagging/filtering data 

✴ On-line monitor system 
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Test results - SRO DAQ

✴Calorimeter response depends by the 
rate 

✴Resolution worsening with rate increase

✴ SiPM response alternated by the high 
charge and high rate due to gain 
variation (G)

✴Current drained by the SiPM gets larger 
and biasing circuitry (power supply + 
biasing) doesn’t make it. 

✴VBias reduces and the G drops  (as 
well as the PDE)

✴This issue observed in several FEE not 
only Genova board. 

Credit to: M.Spreafico, M. Bondi
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Test results - SRO DAQ

Credit to: M.Spreafico, M. Bondi

✴TRIDAS lost data 

✴ Stress-test: low zero-suppression 
thresholds

✴Hit manager not passing timeframes 
to TCPU 

✴No-data windows depend on the 
run parameters (mainly PMT-buffer)

✴TRIDAS needs to be updated

✴  originally designed for a neutrino 
telescope, where all detection elements 
produce almost the same data 
throughput, providing a well distributed 
and balanced load to the HM.

Lesson learned: No a single central system but a multi-components (HW or SW) 
framework. Each component is devoted to a specific and simple task. => ERSAP  

See Vard
an ta

lk!
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Toward the JLAB - SRO Data acquisition system 

AWARDED!

- JLAB12: SRO tests at Jefferson Lab and FY 2024 LDRD 

- Streaming Readout Real-Time Development and Testing Platform

✴ Develop a fully working SRO system able to manage 
future JLAB experiments 

✴ Leveraging on the the existing systems 
developed at JLab (HW and SW) and developing 
the ones that are missing.

✴CLAS12 can be used to test and validate SRO-DAQ 
solutions in a realistic on-beam condition

✴ Using VTP readout CLAS12 can reuse 3/4 of 
existing triggered boards (fADC250) in 
streaming mode

See Vard
an ta

lk!

See Serge
y t

alk
!

See Chris 
talk

!
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The Beam Dump eXperiment BDX - SRO DAQ

BDX : Light Dark matter (1-100 MeV mass range) production and detection in a e- beam, fixed target setup 

✴ BDX will run behind Hall-A beam dump in a new 
dedicated infrastructure

✴ Will make use of high current (~65 uA) 11GeV e- beam 

✴ Fully parasitic wrt Hall-A physics program (Moeller 
experiment)

✴ BDX Detector:

✴ State-of-the art EM calorimeter: 800 CsI(Tl) crystals  
with SiPM-based readout

✴ Dual active-veto layers, made of plastic scintillator 
counters with SiPM readouts

✴ JLAB FEE : FADCs + VTPs

BDX will adopt the JLAB - Streaming Readout DAQ system for the whole detector system  

✴ Number of channels and rates 

✴ EM-CAL: 800 crystals: Rate: ~5Hz per channel,  
~3kB/s 

✴ VETOs: 224 readout channels: Rate: 4KHz per 
channel ~ 2MB/s
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Outlook

✴ Streaming Readout is a must if we want to fully unlock the scientific potential of experiments

✴ So many advantages: performance, flexibility, scaling… but has to demonstrate to be as effective (or 
more!) than triggered systems

✴ SRO is recognized as the leading DAQ technology for the EIC project

✴ JLAB is the appropriate place to develop and test SRO-DAQ in real condition thanks the current 
physics program and the number of scheduled experiments

✴  SRO-DAQ prototype: JLAB FEE + TRIDAS + JANA2 used in successful on-beam tests 

✴ Last tests showed the current TRIDAS version drops data at high-rate   

✴ A significant effort led by EPSCI group and supported by all experimental halls staff to develop a 
fully working SRO system


