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* Software and firmware developer for the readout card (PCle card with FPGA).
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e CTION

ALICE

The presentation will describe the operations of the ALICE experiment during the first
Hl data taking in 2023.

(Description of the new ALICE readout concept was presented during past version of the workshop in 2021

https://indico.phv.ornl.gov/event/112/contributions/478/)

The first part describes the major ALICE O2 components and how the experiment is
controlled from a single central point.

The central part of the presentation gives details concerning dataflow, different
processes running and system performance.

The last part of the presentation is dedicated to describe the major challenges in
operating such a large system running at high data rate.



https://indico.phy.ornl.gov/event/112/contributions/478/

A Large lon Collider Experiment

MOTIVATION

ALICE

ALICE upgrade is based on the LHC running conditions after LS2 which will deliver Pb—Pb collisions at up
toL=6-1027 cm-2 s -1, corresponding to an interaction rate of 50kHz.

In order to keep up with the 50kHz interaction rate, the TPC will also require the implementation of a
continuous read-out process to deal with event pile-up and avoid trigger-generated dead time.

The resulting data throughput from the detector has been estimated to be greater than 3TB/s for
Pb-Pb events, several orders of magnitude more than in Run 1/2.
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ALICE O? UPGRADE for the LHC RUN 3 %

ALICE

A new ALICE Online and Offline (02)Computing has been developed, the ALICE 02,

H L IC E * The new OZfacility provides:

- Continuous readout.

- Synchronous and asynchronous reconstruction.

- Two different categories of computing nodes, corresponding to the two data aggregation steps.
- GPU data processing.

Upgrade of the
___Online - Offline computing system

cal Design Report
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ALICE O? FARM

ALICE
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Readout server

CRU
(readout Network

card)

A
A 4

Readout server

CRU

- (readout
card)

A

CRU Common Readout Unit

CTP Central Trigger Processor
FEE Front End Electronics
LTU Local Trigger Unit
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ALICE O? FARM

ALICE
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Readout server
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“ Network “

—

- 500 readout cards.

- 350 EPN collect and store data on EOS.

- 8000 links connect the detectors to O% farm. Total data rate > 3 TB/s
- 200 FLPs receive data from the detectors FEE. Total data rate ~770 GB/s

Total data rate 170 GB/s

CRU
FLP

EPN
EOS

Common Readout Unit
First Level Processors
Event Processing Nodes
EOS Open Storage
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CHALLENGE ACGEPTED ALTCE

CHALLENGES:

* Control from a central system

* DATA processing (no backpressure)
* DATA guality (must be good)

* High efficiency
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AlIECS global overview

ALICE

New Environment

4 Global funs
# Calbration funs

Select Template.
Repository:

alio2-cr1-hv-gwo1.cem.chi/opt/git/ControlWorkflows
Re
fip-suitev1.12.0

Workflow:

Detector View: GLOBAL #°

2. FLPs selection

abo2-cri-fpt

FLP Selection (16 out of 16 selected) i

ali2-cr1-ip191 - ITS alio2-cr1-fp192 — TS alio2-cr1-fp193 — TS, aloz-crHpig4 7S

pr— 1. Detectors selection
« [T a « [N - a
a Y oo = -1 a a
B——
oo 3. BASIC/ADVANCED configuration
. BA A gu
Dats Distribution (FLP) [ o)
SR DPL_RAWPROXY_OVERRIDE_ORBITRESET=1547590800000 I
PN [ o)
readout_cfg_uri pp- In
Q€ node workflows [ ¢
Add single pair:
key value L+
Run Type SYNTHETIC Add 3 JSON with multiple pairs:
CTP Readout bl +
SYNTHETIC_PP_S00KHZ SaveAs  Update ’
£ 0f EPNs. 70 CTP FLP workflow none v
= 4. FLP/EPN processes configuration
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ALICE CONTROL SYSTEM (AIIECS)

ALICE

9

AliECS core

Control software to operate all the central components.

DCs

General Configuration

i iman o ©
QC node workflows
TRG @
TRIGGER | ' EPN T ©
e
CTP Readout Q
AliECS GUI . i — o . e z
Graphic Interface to control the | — | T e e e —
CORE. —
It allows the shifter to operate the | e
system and to start data taking ‘ez T.,...* A
with a few mouse clicks. 5 . .
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ENVIRONMENT CRATE/CONFIGURE

ALICE

0 R g

Experimental
Control System

TRIGGER

FLP

EPN

The ENVIRONMENT creation sets:

list of detectors included in data taking,
list of FLPs,
number of EPNs,

configuration of processes running on FLP/EPN.

All the operations are executed in parallel.

DCS : Prepare For Run. Detectors are configured via DCS.

TRIGGER : the list of detectors is sent to CTP to prepare the trigger configuration.
FLP : memory is allocated, readout cards are configured for data taking.

EPN : memory is allocated, detectors processes are started.

11
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START (DCS SOR)
[TIE
TRIGGER J L EPN

ALICE

1. DCS : DCS SOR. Detectors that don’t have PFR are configured now

12
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START (FLP EPN READY)

-i‘-

TRIGGER ' '

EPN

ALICE

1. DCS: DCS SOR. Detectors that don’t have PFR are configured now
2. FLP:DMA is enabled. EPN : ready to receive data from FLP

13
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START (TRIGGER SOR)

U P

Experimental
Control System

TRIGGER : : EPN

ALICE

1.
2.
3.

DCS : DCS SOR. Detectors that don’t have PFR are configured now
FLP : DMA is enabled. EPN : ready to receive data from FLP
TRIGGER : Start of RUN trigger is sent to all the detectors

14
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DATA QUALITY CONTROL?

ALICE

QC is controlled by ECS and it is connected to
both FLP and EPN.

It receives data whenever a new RUN is started
and it provides detector specific information on
the data quality.

ITS2 standalone tracks - run 534125

10

Andrea Ferrero

Normal rates High noise y M,,mg,,;lusm,s 15



DATA FLOW- from detector to disk %

ALICE
Detectors FLP EPN
Fee . CRU
N - (readout
card)
FLP EPN
CRU
N > (readout Network
card)
FLP EPN
’ CRU
N - (readout
card)

data
processing

data
processing

I 1 ||
readout card FLP EPN 16



DATA PROCESSING (CRU) ®

ALICE

|:> readout :> Data processing >
CRU

CRU FPGA

= Detector User Logic

(detector specific code to process data)

| LINK HANDLER |

& | LINK HANDLER | |:> DATA HANDLER |:> DMA |:>

| LINK HANDLER |

COMMON LOGIC 7
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DATA PROCESSING (FLP)

ALICE

CRU readout

stfbuilder

data processing

Name PID Locked Status State
readout 4449 & ACTIVE CONFIGURED
stfbuilder 4450 " ACTIVE CONFIGURED
stfsender 4451 a ACTIVE CONFIGURED _|
it 8d! 128dfd9e1b-i |-dpl-clock 4457 & ACTIVE CONFIGURED
I 8d3a765462d9c2dlb 128dfd9e1b-readout-proxy 4463 a ACTIVE CONFIGURED LISt Of processes
i 8d3a765462d9c2db 128dfd9e1b-tof -0.10 4470 a ACTIVE CONFIGURED H
8d3a765462d9c2db 128dfd9e1b-tof- -0_t1 4477 a ACTIVE CONFIGURED Varles from
i 8d3a765462d9c2db 128dfd9e1b-tof -0.t2 4487 a ACTIVE CONFIGURED detector to
i 8d3a765462d9c2db 128dfd9e1b-tof -0.13 4495 o ACTIVE CONFIGURED
d3a765462d9c2db 128dfd9e1b-tof -0.t4 4509 a ACTIVE CONFIGURED deteCtor
i d3a765462d9c2db 128dfd9e1b-tof -0.t5 4508 a ACTIVE CONFIGURED
i d 128dfde1b-tof: .16 4517 a ACTIVE CONFIGURED
d 128dfde1b-tof: 47 4522 & ACTIVE CONFIGURED
i d 128dfde1b-tof: .18 4527 & ACTIVE CONFIGURED
i d3a765462d9c2db 128dfd9e1b-tof: )19 4557 a ACTIVE CONFIGURED
i d 128dfd9e1b-tof- )_t10 4565 a ACTIVE CONFIGURED
i 8d3a765462d9c2db 128dfd9e 1b-tof- )_t11 4572 & ACTIVE CONFIGURED
i 8d3a765462d9c2db 128dfd9e1b-tof- )_t12 4580 & ACTIVE CONFIGURED
i 8d3a765462d9c2db 128dfd9e 1b-tof- )_t13 4586 & ACTIVE CONFIGURED
i 8d3a765462d9c2db 128dfd9e 1b-tof- )_t14 4603 & ACTIVE CONFIGURED
jit-a6368d3a765462d9c2db1085fb5e5a128dfd9e1b-Dispatcher 4614 & ACTIVE CONFIGURED
jit-a6368d3a765462d9c2db1085fb5e5a128dfd9e 1b-qc-task-TOF-TaskRaw 4655 & ACTIVE CONFIGURED
jit-a6368d3a765462d9c2db1085fb5e5a128dfd9e 1b-TOF-TaskRaw-proxy 4680 & ACTIVE CONFIGURED 18
jit-a6368d3a765462d9c2db1085fb5e5a128dfd9e1b-dpl-output- 4711 & ACTIVE CONFIGURED
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DATA PROCESSING (EPN)

: o =
InfoLogger FLP InfoLogger EPN .

9 EP # NOSTES: 4O |rrmmiomcamisna vt
General i —_ - LE T » Ciey
ENV Created: 11/28/2023, 10:18:17 AM llectionMiso_C r_reco0_0
Transitioning; fiai Jlectionis0_0/PHOSClust reco0.0
State: CONFIGURED Detectors: CPV EMC FDD FTO FVO HMP ITS MCH MFT MID PHS TOF TPC TRD ZDC - - =
fun e swrvenc 05 ore READ :
RUN Started: _ Data Distribution (FLP): ON s llectionMis0_¢ r_reco2 0
Template: readout-dataflow TR OFF llectionMiS0_0/q ODING_reco2.0

CTP Readout: OFF
Global - lectionhiso_0/MCl proxy_reco2.0
DDS Session ID: e6f42bc6-288e-406f-8348-93a87936860d llectionMiS0_C pn_reco2_ 0
Tasks Summary JlectionMiso_0/C} proxy._reco2.0
RS PSR G R IR P ey e o "
ACTIVE 2249/2249  ACTIVE 360/360 R p——— s g 7
FLP Tasks by Detector(s) Summary lectionMis0( _reco2.0
= = Ty e T e e T el
@y Men e wEr Emc £op M e £m0 P
CONHGURED =T /12 Sy 10 Q GURED /5 ) CONES e 0710 CONFIGUH 1 in RecoGroupMiso/RecoCollectionis0_0/its-tracker_t5_reco2_0
ACTIVE 55/55 12/12  ACTIVE 80/80  ACTIVE 10/10  ACTIVE 5/5 ACTIVE 5/5 ACTIVE 10/10  ACTIVE main/RecoGroupMis0/RecoCollectionMiS0_0/MID-QcTaskMIDClust-proxy._reco0_0
Py Fre— pressm " .

ACTIVE 52/52  ACTIVE 22/22  ACTIVE 1728/1728  ACTIVE 195/195  ACTIVE |main/RecoGroupMi50/RecoCollectionMiS0_0/its-tracker_t3_reco2_0

To be able to process data fast enough we had a processing farm consisting of a total of 350 EPN nodes and
2800 GPUs (Without GPUs, more than 2000 64-core servers would be needed for online processing!).

All the EPNs have the same list of processes as there is no DETECTOR-EPN specific, but there are some
dedicated to CALIBRATION.

* PHYSICS
* CALIBRATION
* SYNTHETIC/REPLAY

Jlectionh (reco2 0

Jlectioniso_0/pt Py reco0.0
main/RecoGroupMis0/RecoCollectionhis0_0/MCH-FRofs-proxy_reco0_0

JlectioniS0_0/EMCALRawToCellConverterSpec_t2.reco2.0

main/RecoGroupMis0/RecoCollectionis0_O/MIDTacker.reco0_0

Jlectioni 14 reco2 0

main/RecoGroupMis0/RecoCollectionMis0_0/qc-task-MCH-Decoding.recc0_0

llectionMis0_0/cpy-entropy (reco0 0
lectionh reco2.0
lectionMiso, Py reco0.0

Jlectioni50_0/TROTRACKLETTRANSFORMER reco.0

main/RecoGroupMis0/RecoCollectionMis0_0/ts-tracker_t2_reco2 0

lectionh reco0.0

Jlectionh Tusters_reco2.0

flectionhis0_0/TOFClusterer_reco2.0

iSO 10.rec02.0
Miso. reco0.0
JlectionMiS0_0/EMCALRawToCellConverterSpec_t1 _reco0.0

main/RecoGroupMis0/RecoCollectionMis0_0/MFT-MFTClusterTask-proxy_reco0 0

lectionMiS0_0/MC (reco2.0

Jlectiony 13.re02.0

main/RecoGroupMis0/RecoCollectionMis0_0/MCH-Rofs-proxy.eco0_0

Jlectionhi 11.5e00.0

main/RecoGroupMis0/RecoCollectionis0_O/MFT-MFTClusterTask-proxy_reco2 0

Jlectionhi Lreco0 0

19



A Large lon Collider Experiment

ALICE EVENT IDENTIFICATION

ALICE
LHC has a global MACHINE clock that runs @ 40 MHz.
2 numbers are used to identify each interaction:
* Bunch Crossing (BC) : a number from 0 to 3563.
* ORBIT : a 32 bit number.
v Every time BC overlaps, ORBIT+1.
il The combination of the 2 gives a unique time stamp every ~4days
: : Physics trigger
Orbit #0 Orbit #1 \ y ag
i i i ; i i i .
in HiREis | |
' : - - . ﬁ I - i IR : : >
L ]
|

3564 BC

20



HB TRIGGER and TIME FRAME %

LHC clock 40 MHz
3564 Bunch Crossing in 1 ORBIT

ORBIT rate ~10 KHz
Time Frame = 128 Orbits

Orbit #0 Orbit #1 Orbit #128

A |

3564 BC

||
Time Frame

21
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TF length, why it is important

ALICE

LONGER TF, less statistic we lose,
SHORTER TF, less memory we need.

. Time Frame = 256 orbits

. This was done to optimize the data transfer and reduce the percentage of data at the boundary of each TF. Every TF reaches a different EPN.
. Time Frame = 128 orbits

. EPN has 512 GB of RAM. We reduced the size as 256 required more memory than available. Even in this configuration we were on the edge

of the memory (with only 30 GB of 512 GB left).

. Time Frame = 32 orbits

. GPUs are processing individual time frames, using a TF or 32 ORBIT was the best choice for performance and memory usage.

. Synchronous processing: EPN farm build for synchronous processing!

. Asynchronous reprocessing : More detectors with significant computing contribution (more memory requirements)

. Even with this configuration on the GRID sites we run out of memory (under investigation).

22



PERFORMANCE - how well did ALICE operate

-
fF /1




A challenging year %

ALICE

We were getting ready for our HI commissioning:

- IP8 Inner Triplet incident on 17/07

- 7 weeks without beam during a crucial period to prepare the Hl run

- No testing of detectors stability

- SW upgrades every week, but only partial validation with synthetic and cosmics
runs

24
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A challenc

(B

ALICE

We were gettin;

- IP8 Inner Trij

- 7 weeks wit

- Notesting o

- SW upgrade:
runs

ind cosmics
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A Large lon Collider Experiment %

MAJOR CHALLENGE ALIC

Running an experiment with 10’000 links, ~500 servers, thousands of processes (more then 1000 in each EPN)
comes with some technical challenges.

ALICE adopted a readout system without BUSY, so you can’t slow down 3.5 TB/s and you don’t want to lose
data.

26
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ALICE efficiency 76%

. HI run max IR 47 kHz.
. Data rate into EPN = 770 GB/s
. Data rate into STORAGE = 170 GB/s

pb!

; 2o00| ALICE Performance, 2023, Pb-Pb, Sy = 5.36 TeV
. g 2023-10-30 20:16:57 1 DO%
2000 Delivered: 1960.0 pb™
1800/ Recorded: 1535.5 ub’
- Compressed: 1484.5 ub™

76%

_._.
Y
o O
[= =]

Integrated luminosity

1200
1000
800
600
400

200
| A
05 Oct 12 Oct 19 Oct 26 Oct

24% of inefficiency is caused by runs stopped due to :
* user error,

* Detector problem (misconfiguration, SEU, ...),

* Process crashed,

* Clock phase changes,

* ...and more.

ALICE

% data stored on disk

CPV

CTP

EMC

FDD

FTO

FVO

HMP

ITS

MCH

MFT

MID

PHS

TOF

TPC

TRD

ZDC

0.00515878866767245
0.00882093634283997
0.0965574200869967
0.0127348827326441
0.0401928297161023
0.0149288995582678
0.019687999041066
3.94027096898005
1.5866397777917
1.24892675680083
0.0404086086670641
0.0180259765773141
0.328620040146893
90.9539527948842
1.33096730644395

0.354106013562415
27



Simple task, complex infrastructure ALTGE

To achieve a simple task like “data taking”, ALICE O? runs many components
(hardware and software), developed by different teams, that have to
communicate with each other at the same time, in a well coordinated way.

This makes the system rather complex.




User eXperience

ALICE

From the moment you click START, the user is flooded with information. Every process
prints messages in the logging software, generating several hundreds of information

per seconds.

Currently it is not easy to have clear overview of the status of the system.

29
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Error detection ALICE

There are several components that run together in a defined sequence.

Interference, connection timeout, wrong software configuration result in an
ENVIRONMENT in ERROR.

While this is clearly notified to the shifter, to identify the source of the problem is one
of the major challenge even for the experts.

30



Error detection, fast reaction n:uce

The creation time of the ENVIRONMENT last several minutes (~7 minutes).

In 2023 was very important to identify possible source of errors as early as possible to
reduce the number of environment creation to the minimum.

All the time spent in creating a new ENVIRONMENT is beam time lost.




Resource sharing n:uce

EPNs are equipped with powerful hardware for data processing (GPU). When they are
not used in online for data taking, they are used in offline to process the data

collected.
Currently the move of EPN from online to offline is a lengthy operation reducing the

optimization of resource usage.

32



SW verification %

ALICE

Every software deployment brings in many new commits. Although we have different
systems to test the software, the final verification is done in PRODUCTION.

During Stable Beam period it makes difficult to deploy new software and it requires
coordination between different experts.

During Hl in 2023 we spent a lot of effort to deploy only selected commits in time
window where the BEAMs were not circulating.

v [/

Verification Validation




CONCLUSIONS %

ALICE

- The 02 framework worked well. ALICE could process data coming from the
detectors during HIl without introducing backpressure.
- ALICE was writing data into the storage at 170 GB/s.

- We are currently working to improve the software to have a system

- Faster.
- Better user experience.

- More stable.
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