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Offline software components
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This is where real data comes in



Data driven reconstruction
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Issue 1: Transition from DAQ to reconstruction?

● DAQ provides large “frames” with many thousands of bunch crossings
● Reconstruction should be designed to operate on these frames (either single 

frames or triplets of frames to deal with edge effects)
● Discussion/action items:

○ Introduce readout frames in full simulation (large change to do frame-level reconstruction!)

○ Identify correspondence between DAQ and EDM4eic raw hits

○ How closely should EDM4eic RawHit structures mirror the DAQ structures?
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Issue 1b: Geometry - DAQ to DD4hep cellID?

● DD4hep detector geometry defines 64-bit cellID to encode tree-like location 
of every readout unit in the detector.

● DAQ will likely (?) define readout identifiers based on readout chain
● Discussion/action items:

○ Translation from DAQ hits to EDM4eic raw hits includes translating the geometry identifier

○ Need to implement DAQ data model at some (future) point in simulation chain

○ Need (time-dependent!) correspondence between both systems
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64 bit cellID



Issue 2: “Frames” and “events” in the reconstruction?

● DAQ “frames” contain thousands of bunch crossings
● Physics analyses expect events (single interactions) as output
● Reconstruction itself does need to run on partial or entire frames for 

reconstruction (e.g. tracking)
○ This can differ between subsystems (e.g. initial tracking will happen on large amounts of 

bunch crossings for pattern recognition, calorimeter clustering can/should happen for each 
bunch crossing separately)

● Discussion/action items:
○ Need to restate reconstruction algorithms to run on entire frames
○ Need to identify how and where we introduce events (likely near the end?)
○ Need to identify how this relates to data flow between algorithms (e.g. tracking to PID, tracking 

to calorimetry, event building, propagating event-level quantities to reconstruction “loops”, …
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Issue 3: Growing our reconstruction flow?

● Reconstruction currently lacks many necessary steps
○ Phase 1 - Digi: SimHits → RawHits present for most systems, but oversimplified (e.g. need 

charge-sharing for certain silicon detector, more DAQ-specific structures)
○ Phase 2 - Hit RC: RawHits → (Reconstructed)Hits present but lacking proper calibration 

infrastructure
○ Phase 3 - Independent RC: (Reconstructed)Hits → Derived independent quantities 

(Track/Cluster/…) many systems present and growing
○ Phase 4 - Dependent RC: Derived quantities → secondary derived quantities (e.g. Track + 

RICH Hits → PID assumptions) Design for this step currently lacking, e.g. straight from Track 
+ dRICH to ReconstructedParticle

○ Phase 5 - Aggregation: This is currently in the “hacky solution” stage and needs holistic 
design to aggregate information from all detector systems and build events

○ Phase 6 - Optional Feedback: Feed aggregate quantities back into phase 3 and/or phase 4 
algorithms (reconstruction algorithm loop) for iterative improvements
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Issue 3b: Growing our reconstruction service 
infrastructure?
● Integrate heterogeneous hardware resources (GPUs, FPGAs, …)
● Integrate AI inference infrastructure? We need a collaboration-wide 

policy/workflow here
● Conditions database!
● … ?
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Issue 4: Growing our data model?

● Data model has many edges that are either undefined, unused, and/or 
incomplete. Examples:

○ Role of the Track data structure?

○ Relation of Vertex to Track?

○ How do we communicate PID particle assumptions/likelihoods?

○ Can we use the same data model infrastructure for calorimetric PID (e.g. e/π,  photon/π0) as 
we use for hadron PID?

○ Data structures for TOF

○ … (more become apparent as we grow our algorithm library)

● Data model changes can be expensive (except for the many parts that are not 
yet in use)
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https://github.com/eic/EDM4eic/blob/main/edm4eic.yaml

https://github.com/eic/EDM4eic/blob/main/edm4eic.yaml


1010

Lots to do!

We need to prioritize towards 
our imminent deliverables 
(TDR!), while also setting 
longer-scale milestones


