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2.2 Track fit display132

We also put the center of the clusters of MVTX + INTT + TPOT together and project them into133

x � y and r � z plane shown below in Figure 3134
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Figure 3: A 2D event display of a straight line fit (blue line) to the the MVTX + INTT + TPOT clusters
(red points) in the x � y plane (left) and r � z plane (right) are shown above. The negative sign of r
stands for f = p. Good straight fits are observed fopr both plots.

In addition, we performed the 3D fit135

Figure 4: A 3D event display of a straight line fit (yellow line) to the the MVTX + INTT + TPOT
clusters (white points) and TPC clusters (white, not in the fit) is shown above. A good straight fit is
observed, which demonstrates a cosmic muon track going through and recorded by sPHENIX.

The fits to MVTX + INTT + TPOT clusters along with TPC clusters demonstrates the functionality136

of the sPHENIX tracking system. It will help us conduct alignment study and quantify the TPC137

distortion for calibration purposes.138

8

sPHENIX commissioning and integration and plan for first science
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Some of the many students and postdocs working on sPHENIX …
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… and some of the many technicians, engineers, trades, and others too.
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sPHENIX ribbon cutting January 2023
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DOE Director 
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Technology 
Transitions



sPHENIX
Smooth sailing? Successful sailing.
• PD-2/3 schedule included 14 months of float, 

early finish in October 2021 

• Direct effects of COVID — workforce availability, 
construction logistics 

• Indirect effects of COVID — electronics lead time 

• Conflict in Ukraine — necessitated switch from 
neon to argon for TPC 

• Logistics around Run 22 

• Beryllium beam pipe 

• Complex process readying for DOE’s Approval to 
Operate decision

9



sPHENIX
Beryllium beam pipe

10

Plan A Plan B



Received approval to operate on May 18 (operating gas, HV, LN2/LHe)

SC solenoid cool-down May 19–25; ramped to operating current May 31

From installation to commissioning with beam

11

May 18 + 12 weeks: August 10 
End of RHIC beam: August 1

Plan presented in 2022 BUR

The success of our commissioning period would not have been possible without the 
dedicated support by C-AD and their flexibility in accommodating our requests

Implicit assumption: all 
infrastructure is ready



Into the home stretch: “Approval to Operate”

• Major focus was safety: 
documentation, procedures, 
interviewing shift crew, electrical 
code inspections, signage & 
labeling, hand rails, walking 
surfaces, and many other things 

• For some of us, unfamiliar review 
territory — about nine weeks to 
complete 

• Received approval from 
Brookhaven DOE site office on 
May 18 — fantastic!
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Transition from project to operations
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sPHENIX
Commissioning report
• Infrastructure — e.g., the SC solenoid  

• Ten detectors: MVTX, INTT, TPC, TPOT, 
EMCal, iHCal, oHCal, MBD, sEPD, ZDC/
SMD  

• DAQ/Trigger 

• Operations 

• Online monitoring 

• Offline computing — archiving, event 
assembly, reconstruction, analysis

15

sPHENIX Report
tag:

version: 0.1
DOI: unspecified
date: August 16, 20231

Commissioning Status: August 20232

sPHENIX Collaboration3

Abstract4

sPHENIX began commissioning with beam on May 18, 2023 with the receipt of approval to5

operate. This document details the progress made to date bringing the sPHENIX detectors and6

its associated infrastructure to a state in which physics running can begin.7

90 page document on commissioning



sPHENIX
Commissioning report synopsis

• SC magnet: complete 

• Min Bias Detector: complete 

• Outer HCal: complete 

• Inner HCal: complete 

• EMCal: complete 

• TPC outer tracker: complete 

• ZDC: complete 

• INTT: triggered mode complete, testing 
streaming mode

16

• MVTX: successful operation; response 
to backgrounds underway 

• TPC: operating HV achieved, tracks 
observed; work on stability of 
operations 

• DAQ: all detectors have been read out; 
work continues on stability and rate 

• SMD: some channels still to read out 

• sEPD: successful readout; detector 
and electronics installation completed 
after August 1 end of run

Commissioning continues — ‘round the clock shifts scheduled through October 3



sPHENIX
Superconducting magnet — works perfectly

17Very stable operation after faulty QLI ribbon cable replaced

Magnet off for sEPD installation

Magnet at 4600 A

five weeks



sPHENIX
Crossing angle studies: MBD determines σz-vertex

18

sPHENIXsPHENIXsPHENIX

Figure 22: Zvtx, Run 11947,
0 mrad crossing angle

Figure 23: Zvtx, Run 11949,
1 mrad crossing angle

Figure 24: Zvtx, Run 11950,
2 mrad crossing angle

An important priority for the MBD during the run was to verify the reduction in the z-vertex
width from a crossing angle. The first runs with the crossing angle are shown in Table 1.

Run Date B-Field Crossing Angle (mrad) RMS width (cm)
11947 7/5/2023 full 0 26.6
11949 7/5/2023 full 1 13.9
11950 7/5/2023 full 2 8.4

Table 1: First crossing angle runs in sPHENIX

The reduction in width seen in Figs. 22- 24 is largely consistent with the expectations laid out
in the Beam Use Proposal from 2023, and also shows that the MBD was able to provide good
z-vertex measurements during the run. This has been further verified by the consistency between
the z-vertex as determined by the MBD, and that from the INTT (see Fig. 60(b)).

The MBD charge calibration is done by fitting the MIP peak. The plots in Figures 25 and 26
show the distribution for the amplitude of the waveforms from PMT Channel 35 in the MBD (all
other channels are similar). The prominent MIP peak comes predominantly from events where
there was a single charged hadron going completely through the MBD SiO2 Cerenkov radiator.
The underlying background comes from albedo, overlaps from multiple MIPs in a PMT, or from
particles which only partially go through the radiator, or have a different response than a typical
hadron (such as electrons), as well as other contributions. The MIP peak is clearly seen in both
field-off and field-on runs. The drop in gain of the PMT’s of about a factor of 2-3 was consistent
with expectations from what was known before the start of the run, and was accounted for by
changes in the HV bias to the PMT’s, and from being able to fit in the dynamic range of the
electronics.

One unusual aspect of the sPHENIX MBD is that the albedo is different for the north and south
MBD largely due to an additional flange in the direction of the north MBD. The additional flange
and adds material that results in conversions of photons to electron-positron pairs, which are
then detected by the MBD – see Fig. 27. The original sPHENIX beam-pipe design was symmetric,
but after its destruction in a warehouse fire, sPHENIX had to use an older STAR beam-pipe that
required an additional flange. This leaves an asymmetry so that the north MBD sees about 30%
more charge.

28

Effect on z-vertex distribution as expected 
More severe effect on luminosity than predicted

0 mr 1 mr 2 mr

n.b. fewer collisions outside of useful zvertex range reduces TPC charge dependent calibrations 



Global detectors: ZDC, MBD, sEPD
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ZDC North-South Correlation ZDC-MBD correlation sEPD-MBD correlation
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7.2.3 Correlation between subsystems894

The ZDC uncalibrated signals were sufficient to observe clear correlations of the ZDC with the895

MBD; as well as the ZDCs with each other (see figure 34), showing clear contributions from896

electromagnetic processes, in which one nucleus is dissociated while the other is left mostly897

intact, and hadronic processes (the primary one studied by sPHENIX), in which the ZDCs see the898

highly-correlated signals of spectator neutrons from the breakup.899
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Figure 34: Left: Correlations of the energy in the south and north ZDCs for minimum bias events
(electromagnetic and hadronic events). Right: ZDC south energy correlated with the total MBD
charge for minimum bias events.

Calibrations are underway, utilizing both data-driven techniques to optimize the tower weights at900

the single neutron peak, and also techniques based on normalizing the weights to full simulations901

of HIJING events. The detector also appeared to be mostly stable for the duration of the sPHENIX902

running, but detailed time dependence studies for each detector module are underway.903

7.2.4 SMD904

In between the first and second section of the ZDC, a shower max detector (SMD) has been905

installed, with a horizontal and vertical scintillator hodoscope (8 sections vertically, 7 horizontally),906

read out with a multi-anode PMT. This detector was used for measuring small deflections of the907

measured showers. This was utilized by PHENIX for measurements of the first order reaction908

plane (for flow measurements) as well as to monitor the transverse polarization of the RHIC909

proton beams. For use in sPHENIX, the SMD was only partly commissioned in mid-July, where910

half of the north SMD was digitized in the sPHENIX DAQ. The full system was readied in early911

August, but just after the RHIC magnet quench incident. Hence, it has not been utilized in active912

data taking.913
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Hadronic Calorimeter

sPHENIXsPHENIXsPHENIX
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Figure 43: Leakage current in HCal measured once per fill as a function of total number of ZDC
coincidence hits
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Figure 44: The correlation between the total amount of energy in the inner and outer hadronic
calorimeters (left) and the total amount of energy in the outer hadronic calorimeter with the total
amount of charge in the MBD (right) in Au+Au collisions at

p
sNN = 200 GeV.
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Electromagnetic calorimeter
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Figure 39: Weekly leakage current recorded over the course of Run 23. The current is the average of
64 towers (256 SiPM’s) served by one Interface Board, and the error bar is the standard deviation
over the 64 towers. One can see an initial bump at week 3 when the beam is turned on. The gap
around week 11 is the result of a database loss.
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Figure 38: Shown is the di-photon mass distribution in units of ADC showing a clear p0 mass peak

8.1.4 Leakage Currents

In an effort to monitor the health of the electronics, monitoring was developed to record the
leakage currents in the EMCal. Fig. 39 shows the leakage current as a function of the number of
weeks into the run (i.e., as a function of time). One can see it is steady for the first two weeks with
no beam, and then begins to jump and increase steadily after beam is first turned on. The gap in
coverage around week 11 is due to the fact that the database that handles these measurements
crashed, and thus the data was lost. The leakage current was less than 2% of the maximum supply
current at the end of the run.

8.1.5 Remaining Commissioning Tasks

Additional statistics, beyond those available in the 2023 data, are required to demonstrate the
overall energy resolution and uniformity of the EMCal response. With the limited commissioning
time that was available due to the shortened 2023 run, it was not possible to commission the
EMCal for the full 15 kHz running. With the current readout setup, we were able to achieve
data taking rate of approximately 2 kHz. Through the implementation of a new data compressed
format, as well as the inclusion of zero suppression, the experiment is well on track to be able to
record EMCal data at the 15 kHz target.

39

>99% live channels; growth of SiPM 
leakage current consistent with expectation

reconstructed di-photon mass — in ADC 
counts — peak corresponds to π0



Calibrating the calorimeter energy scale
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sPHENIXsPHENIXsPHENIX

Figure 40: A comparative figure of the sPHENIX tower’s energy distribution (solid points) and the
corresponding Geant4 simulation result (blue shaded region).

of an energy scale from these two datasets. The observed structures in these distributions are
attributed primarily to geometric effects due to changing the orientation of the incident cosmic
rays. The region in the lower ieta range corresponding to iphi = 16 ⇠ 18 represents the chimney
towers for oHCal, characterized by shorter tiles. These towers have a lower statistics and pose
greater fitting challenges. When taking the ratio of these plots, the variation for a majority of
the detector is less than 2%. However, a clear temperature dependent effect has been observed
with higher temperatures observed for the upper portion of the detector. A correction for this
temperature effect has not yet been applied to the data and the deviations observed are within the
expected size of the correction.

This outcome agrees with the expectations of the application of the preliminary building 912
calibration factor, designed to eliminate all influences except those attributable to temperature. An
ongoing temperature correction study aims to restore the gain shift observed in the f direction,
obtained from the sPHENIX LED data.
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MAPS vertex detector (MVTX)

Correlation multiplicities in two outermost 
MVTX layers, across multiple FELIX cards

sPHENIXsPHENIXsPHENIX

0 1 2 3 4 5 6 7 8
310×

Number of pixels over threshold per strobe (L0 S2)

0

1

2

3

4

5

6

7

8
310×

N
um

be
r o

f p
ix

el
s 

ov
er

 th
re

sh
ol

d 
pe

r s
tro

be
 (L

1 
S3

)

1

10

210

310

410

510
 PreliminarysPHENIX

 = 200 GeVNNsAu+Au 
MVTX

06/27/2023

0 2 4 6 8 10 12 14 16 18 20 22
310×

Number of pixels over threshold per strobe (L0)

0
2
4
6
8

10
12
14
16
18
20
22

310×

N
um

be
r o

f p
ix

el
s 

ov
er

 th
re

sh
ol

d 
pe

r s
tro

be
 (L

1)
1

10

210

310

410

510
 PreliminarysPHENIX

 = 200 GeVNNsAu+Au 
MVTX

06/27/2023

0 2 4 6 8 10 12 14 16 18 20 22
310×

Number of pixels over threshold per strobe (L0)

0
2
4
6
8

10
12
14
16
18
20
22

310×

N
um

be
r o

f p
ix

el
s 

ov
er

 th
re

sh
ol

d 
pe

r s
tro

be
 (L

2)

1

10

210

310

410

510
 PreliminarysPHENIX

 = 200 GeVNNsAu+Au 
MVTX

06/27/2023

0 2 4 6 8 10 12 14 16 18 20 22
310×

Number of pixels over threshold per strobe (L1)

0
2
4
6
8

10
12
14
16
18
20
22

310×

N
um

be
r o

f p
ix

el
s 

ov
er

 th
re

sh
ol

d 
pe

r s
tro

be
 (L

2)

1

10

210

310

410

510
 PreliminarysPHENIX

 = 200 GeVNNsAu+Au 
MVTX

06/27/2023

Figure 51: MVTX internal correlations. Top left - one stave on L0 vs one stave on L1 from different
FELIX servers, top right - L0 vs L1, bottom left - L0 vs L2 and bottom right - L1 vs L2. These staves
are distributed over three FELIX servers.

From this stage, a simplified clustering algorithm was applied to ensure that a fired pixel had at
least one adjacent fired pixel or else it was discarded. The validity of this simplified algorithm
was confirmed by direct comparison with the clustering algorithm developed by the sPHENIX
tracking group where the cluster positions agreed with each other. A cosmic ray candidate found
in the MVTX can be seen in Fig. 52.

9.1.6 Beam backgrounds

During initial operations, a larger beam background was observed in the MVTX. This background
was large enough that it overwhelmed the readout which in turn disabled the readout of the
affected ALPIDEs in the RUs after a few seconds of running. Inspecting hit maps of the MVTX
from the initial period of a run revealed large ”streaks” across the pixel matrix in the z-direction
which is also the beam direction. These streaks were found to be be composed of several hundred
or thousands of pixels and the streaks were in the perpendicular direction to the readout and
cross several chips which excludes the effect as being caused by the MVTX. The streaks appeared
to have a radial dependence on their frequency (more in the inner layer) and not to occur across
every stave for every event, leading to the conclusion of this being a beam background effect. A
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Primary vertex location: INTT and MBD
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Standalone MVTX vertex reconstruction
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14

V!?

8/18/23 J.H. Kim @sPHENIX General Meeting

Three layers of MVTX 
used to reconstruct 

primary and 
secondary vertex



Cosmic data in MVTX and INTT
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INTT
MVTX

Hao-Ren Jheng

MVTX+INTT 2-dimension display
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sPHENIX
MVTX, INTT, and TPOT

27
Helical fit to cosmic tracks in 1.4 T solenoidal magnetic field



sPHENIX
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Initial validation of TPC drift velocity

First TPC data with 
collisions were used to 
validate the calculation of 
the gas drift speed to 
within 10%

29
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Figure 68: First TPC data with collision were used to validate the calculation of the gas drift speed to
within 10 %. Top panel: simulation of electron drift speeds in sPHENIX TPC for different drift fields.
The current operating drift field is 400 V/cm - labeled with the red star. Bottom panel: Measurement
of electron drift speed in sPHENIX TPC in

p
sNN = 200 GeV Au+Au collisions.

with the first period of TPC running following the commissioning if the fast trip system for1700

minimizing spark damage (see below). Although the GEMs shows current draw in time with1701

the laser and the spark system picks up the occasional hits from naturally occurring heavily1702

ionizing particles, no signals were found to be present in the readout stream. Debugging efforts to1703

isolate the problem (which the TPC group believes is likely unrelated to the HV instability issues1704

discussed below) were unsuccessful at curing the issues before the cold magnet period ended.1705

At the time of this writing the effort to isolate this problem is still being worked on to allow for1706

additional field off cosmic data to be collected.1707

75

ionization arrives over this time window



Operational challenges with TPC

• Post-installation TPC exhibiting 
challenges with HV stability not 
present in extensive pre-
installation system tests


• Met with ALICE TPC experts to 
discuss experience — both TPCs 
share similar design


• Continuing to step through 
specific plan of investigation and 
possible remediation

30



Beam halo at r > 2 cm enough to overwhelm the readout and turn 
off chips after a few seconds of running 

Operational challenges with MVTX

31

Nine ALPIDE chips of one MVTX stave

Acquired few minutes of β* = 5m data 
just before RHIC valve box incident

was also observed that the error distribution had a preference to one side of the beam pipe but71

this preference changed for different fills. The MBD was also active for some of these tests and72

saw the same preference for increased hits in one side of their detector.73

Another test involved decreasing the collimator gap for the yellow beam after the blue beam74

was dumped. The collimators are fully open during injection and close to their default value75

right before physics is declared. The values are based of beam studies to minimise beam loss76

while remove background effects and are dependant on the beam size. As the emittance of the77

beam decreases during a fill from the stochastic cooling and collisions, it is possible to close78

the collimators more. During this test, the collimators were moved after the beam emittance79

deceased from 3.0 mm- mrad to 0.56 mm- mrad which appears to be a plateau region reached a80

few hours into the fill. The auto-recovery procedure was monitored and found to decrease from81

179 recoveries, 388 calls to auto-recovery and 1589 instances of chips being in auto-recovery to 2782

recoveries, 27 calls to auto-recovery and 61 instances of chips being in auto-recovery. It should be83

noted that the auto-recovery procedure takes 12 seconds and is queried every 15 seconds and so84

there are several cases where a chip will be recovering over two time periods and hence is double85

counted. A comparison of the staves that are in auto-recovery as a function of time, before and86

after moving the collimators can be seen in figure 2. Before moving the collimators in, the beam87

was moved vertically and horizontally to confirm it was in the optimal position. If was found88

that this was the case to within 1 mm in both the horizontal and vertical directions. This was89

confirmed by observing the beam background counters on either side of sPHENIX of which there90

are 6 in total and looking for the minimum background rate. It is possible that this test scraped91

more background events out and decreased the error rate in the test after moving the collimators.92

Figure 2: Auto-recovery status of each stave as a function of time for data collected during blue beam

only studies. Each horizontal line is a different stave and goes from the innermost to outermost

layers with increasing y. A stave in auto-recovery appears as white while a stave fully functioning is

shown in blue. The auto-recovery status is shown before the collimators were tightened (left) and

after they were tightened (right).

The final test performed with the beam was to increase the value of b⇤
from 0.7 to 4.9. This was93

performed using both beams and was also found to decrease the rate of auto-recoveries compared94

to data collected during collisions with the normal b⇤
value and can be seen in figure 3.95

Due to the unexpected conclusion of Run 23 a final set of operating parameters for the MVTX96

in terms of configuration and beam conditions was not determined. The results presented97

above demonstrate the necessity of continuing the study during the next opportunity for beam.98
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Offline event assembly and reconstruction

• Worked with SDCC to 
address infrastructure-level 
stability issues with large 
disk array (Lustre) 

• Have used ATLAS-
developed PanDA to 
successfully run our 
complex workflow to 
assemble and reconstruct 
events for analysis 

• Still require collision and 
corresponding laser data to 
validate TPC distortion 
correction
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sPHENIX
Remaining tasks

33

sPHENIXsPHENIXsPHENIX

System Before Run 2024 During Run 2024
Trigger Firmware and software development of

calorimeter triggers
First operation of calorimeter triggers
with beam

TPC
• FEE firmware completion
• tests of zero suppression
• completion of MJACK to mitigate

SEU
• development of digital current
• cosmic ray data with and without

zero suppression

• Stable operation with HV
• collision data with and without

zero suppression
• testing of digital current and SEU

mitigation

DAQ
• Tests with zero suppression in

calorimeters and TPC
• Throughput and livetime tests

with multievent buffering
• Development of offline event

building
• Any additional development

needed to achieve routine 15 kHz
• Improvements in reliability, data

integrity, and error handling

• Tuning of zero supression
• Timing of detectors to new trig-

gers
• Spin: integrate ZDC, SMD and

MBD digital scaler information
into GL1

MVTX
• Field off cosmic data for tracking

development and alignment
• Development of mitigation strate-

gies for background and lock-up

• Field off and field on collision
data for tracking development and
alignment

• Tests of mitigation strategies for
background and lock-up

INTT Field off cosmic data for tracking devel-
opment and alignment

Field off and field on collision data for
tracking development and alignment

EMCal
HCal (HCal) tower-by-tower cosmics analysis Demonstration of design energy reso-

lution and response uniformity

Table 6: Overview of major commissioning tasks needed with and without beam.

90

• Tremendous progress before/during Run 
23 — at the same time, quite a bit still 
needs attention 

• TPC investigations and remediations 
• MVTX firmware mods to decrease reset 

time — possible tungsten beam pipe 
collar? 

• Exercise computing facility with archived 
data and simulations to further validate 
and automate processing infrastructure 

• Significant cosmic running prior to 
Run-24 for alignment and to validate 
tracking 

Table 6 in commissioning document
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sPHENIX
Pushing toward first science
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PC: Perepelitsa (UC) 
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sPHENIX
Coordinating the effort toward first science
• Physics coordination meetings — cuts across topical groups 

• Identifying topics that can be pursued with available Run 23 data 

• Identifying workforce to tackle specific analyses 

• Coordinates with simulation and computing effort — sufficient computing 
power is available to support needed activities 

• Topical group conveners are organizing post-QM “kick-off” meetings for a jet 
performance paper, dN/dη, dET/dη, and π0 v2 and other topics
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sPHENIX
Timeline for first sPHENIX science
• Complicated by premature end to Run-23 

• Lack planned six weeks of physics data  (n.b. fewer than the 9 weeks in 2022 BUR) 

• Reduced data available for systematic checks, calibration development 

• Recall previous experience ~ six months from first RHIC run to QM’01 

• Many performance plots shown at QM’23 

• First “standard candle” soft physics (dN/dη, vn) — end of CY’23 

• Unique RHIC capabilities (e.g., unbiased jets) longer timescale 

• detailed jet performance studies — end of CY’23 

• taking cosmic ray data for alignment and validation of data processing
37



sPHENIX
Ingredients for first sPHENIX science
• event selection and centrality determination 

• event plane determination: MBD event plane resolution 

• primary and secondary vertex location: INTT and MVTX reconstruction 

• π0, η: EMCal clustering, energy calibration 

• jets: energy calibration, background subtraction, jet finding, data based UE subtraction 

• systematically performing calibrations and reconstruction steps needed for first physics 

• even with the limited data set: wide range of standard candle measurements that can be 
performed, and in-roads to be made towards full calorimeter jet physics at RHIC 

• this effort needs to be balanced with preparations for Run-24
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Au+Au centrality and event plane based on MBD

39

n.b. STAR beryllium beam pipe isn’t upstream/downstream 
symmetric; removes a useful systematic check on MBD 
response

8/14/23 9

MC Glauber + Negative Binomial Distribution based on 
the number of participating nucleons.    Reasonable fit to 
data with mu = 4.16 and k = 0.66.    

Nominal centrality cuts in 5% selections listed above.
Implies 92.7% firing of MBD >=2 & ZDC coincidence of as 
“minimum bias” definition.

w

Ejiro Umaka, Brookhaven National Laboratory, for the sPHENIX Collaboration 

EE

Collision event plane determination 
in sPHENIX at RHIC

The subsystems used for the ψ! determination are the Minimum Bias Detector (MBD), and the 
sPHENIX Event Plane Detector (sEPD), covering  3.5 < η < 4.5 and  2.0 < η < 4.9 
respectively. The MBD ψ! results are with Au+Au at 200 GeV data, while the sEPD ψ! is with 
HIJING and flow after burner.

The method used to estimate the reaction plane uses the anisotropic flow itself to 
determine the event plane [1]. The event flow vector, Q! and the event plane angle, ψ!	
are defined by the following equations: 

## $%&(&(#) = *# =	∑$-$ $%&(&.$)
## 01$(&(#) = 2# =	∑$-$ 01$(&.$)

where, ϕ"	is the azimuthal angle of ith particle; w"	and n are the weights and order respectively.

Anisotropic pressure 
gradients

!"# = $%!%& &/# 0#

EE

The weights used for the flow vector are 
the signal in each channel normalized by 
its MPV, also known as nMIP. 
The sEPD includes a further truncation of 
the weights in each ring to reduce 
Landau fluctuations, which degrades the 
event plane resolution [2].
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flow modulation

[1] A. M. Poskanzer and S. A. Voloshin. Methods for analyzing anisotropic flow in relativistic nuclear collisions. PR C, 58(3):1671–1678, September 1998.

[2] Skipper Kagamaster, Rosi Reed, and Michael Lisa. Centrality determination with a forward detector in the RHIC beam energy scan. PR C, 103(4), April 2021

Many physics observables of interest in heavy-ion collisions require knowledge of the collision geometry. Geometric fluctuations lead to different symmetry planes of the initial geometry for each 
harmonic number, called participant planes. As the produced medium evolves, pressure gradients transform the initial state spatial anisotropy into final state momentum anisotropy. The angular 
distribution of particles can be described via Fourier coefficients v$. The participant planes can be approximated via event planes, ψ$, which are determined from measured azimuthal distribution of 
particles produced in the collision. This poster reports the methods used for event plane determination in sPHENIX as well as the performance using a variety of sPHENIX subsystems based on simulation 
using a realistic GEANT description of the experiment. Initial results from the first data run are also discussed.

§ The second order event plane angle (ψ6) was measured with the MBD using sPHENIX first data

§ The sEPD ψ6 used to benchmark the flow modulated jet UE subtraction (where the default is the calorimeter
ψ6), show comparable results to the default in the JES vs p7, but has no significant dependence on the event plane
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Abstract

sPHENIX Experiment at  RHIC

MBD

Event plane determination 

Reaction Plane

Momentum space anisotropyPosition space anisotropy

Flow vector weights optimization

sEPD !! performance in flow modulated jet UE subtraction

§ Clear dependence on the azimuthal distance from the event plane in the jet energy scale when 
  the calorimeter (with areas excluded where there are jet candidates) is used to determine %!
§ The dependence is due to auto-correlation induced by using the calorimeter both for jet
measurement and event plane determination
§ The sEPD large pseudo rapidity gap from jet candidates do not show dependence on &−%!

§ Results of the ψ6 using the sEPD was determined with simulated HIJING and flow afterburner events 

Summary 

References
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sPHENIX
Calorimetric jets — EMCal, iHCal, and oHCal combined
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sPHENIX
Initial tracking performance

41

rɸ

z

Cluster residuals before static and time-dependent corrections in 
the expected sub-cm (z) and mm (rɸ) ranges — TPC only



sPHENIX
What do we need to progress to Run 24 successfully?
• Continued priority in technical support and trade work — e.g. for detector 

access that is currently planned 

• Electrical engineering support from ATRO — critical for completing firmware 
mods for TPC and INTT 

• Engineering support for MVTX background mitigation plans we may decide to 
implement (e.g., tungsten beam pipe collar) 

• Support for Invenio development (e.g., search on document content) and other 
tools for collaboration information management
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sPHENIX
Summary, concerns, prospects
• Tremendous progress readying sPHENIX for physics — lots of excitement throughout 

collaboration with students/postdocs taking major roles 

• Concerned about near-term morale, job prospects of students/postdocs — potential 
collaboration workforce implications 

• Will have open forum on Friday within collaboration to discuss this; ALD has 
welcomed a subsequent discussion to be able to share her perspectives and field 
questions 

• There are unfinished commissioning activities — activities that can done w/o beam are 
continuing now 

• Plan of work leading to Run-24 described in commissioning document 

• Standard candle physics soon; detailed studies with data to prepare for
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 sPHENIX Project Summary Schedule

May 28-30, 2019 44

Critical Path runs through: 

  - Cal Elect. Preprod. Procure 
  - Cal. Elect. Fab/Assy 
  - Cal Elect. Sys. Testing 
  - EMCal Fab/System Testing 
  - Early Completion 
  - Installation, Integrated Test 
      and Commissioning

CD-0 (A) Sep 16 CD-1/3A (A) Aug 18 PD-2/3 Jul 19 Early Finish Oct 21 PD-4 Dec 22
 Design   Preliminary  and  Final Design

 Procurement
TPC Pre-Prod  Procurement Prod. TPC Procurement

EMCal      Pre-Prod Procurement LLP EMCal Procurement
HCal Pre-Prod Hcal Procurement Prod. HCal Procurement

Calorimeter Electronics Pre-Prod  Procurement LLP Cal Elect Procurement
DAQ/Trigger Pre-Prod Procurement DAQ/Trigger  Procurement

Min Bias Detector Pre-Prod  Procurement Prod. Procure

 Fabrication & Assembly        
TPC Pre-Prod TPC Fabrication & Assembly Production

EMCal Pre-Prod EMCal Fabrication & Assembly Production
HCal Pre-Prod HCal Fabrication & Assembly Production

Calorimeter Electronics Pre-Prod Calorimeter Elect. Fabrication & Assembly
DAQ/Trigger DAQ/Trigger Fabrication & Assembly

Min Bias Detector Min Bias Detector Fab & Assy

Firmware Development
TPC TPC

EMCal
Hcal

Calorimeter Electronics
DAQ/Trigger DAQ/Trigger Programming

Min Bias Detector
 System Testing

TPC TPC System Testing
EMCal EMCal System Testing
HCal HCal System Testing

Calorimeter Electronics Calorimeter Elec.System Test

DAQ/Trigger DAQ/Trigger System Testing

Min Bias Detector Min Bias Det. System Testing

2.0 Infrastructure Facility Upgrade

3.0 Silicon Detectors Design, Procure, Fab, Assembly, Integrated Test and Commissioning
MVTX Comp.

INTT Comp.

RHIC Runs

Legend   (A) Actual  Completed  Planned  Today Schedule 
Level 1 Milestone Silicon Detector Contingency

sPHENIX MIE (1.0) Project 
Schedule

FY16 FY17 FY18 FY19 FY20

Design, Procure, Fab Assembly and Integrated Testing 

FY21 FY22 FY23

 Jan 2023
FY22  Run  Sep-

Dec 2021
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