
Artificial Intelligence Accelerated Discoveries: 

are we there yet?


Mia Liu 

Purdue University


Seminar@BNL, Nov 16. 2023



2

The Large Hadron Collider

https://x.com/JannaLevin/status/1512067673311506432?s=20

https://x.com/JannaLevin/status/1512067673311506432?s=20


The CMS detector
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Accelerated Discoveries
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• Advanced data analysis: discoveries not possible with 
existing datasets


• Fast: big data processing 


• Fast: real-time accelerations


• I will not talk about large language models


• Will focus on examples from the LHC


• Briefly mention connection to other science domains



Search For Toponium
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What is quarkonium?


Meson formed by heavy quarks. 


C-quarks: Charmonium. aka. J/ψ mesons


B-quarks: Bottomonium. Upsilon mesons

Wikipedia



Toponium: Bound states of 
top quark pair
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Toponium: bound state formed by top quarks that are relatively long lived


0.7% of the top pairs would form spin singlet toponium ηt


More than 100 millions of top pairs produced in LHC Run 2

gluon

Ggg toponiwn

wgeeq.it#-Hw+"
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"

Top quark: heaviest fundamental 
particle observed


qq →

gg →

Top Quark Physics
● Top quark is the heaviest fundamental particle discovered thus 

far: mt = 173.34 +/- 0.76 GeV [arxiv:1403.4427]
● Unique:

● Allows for probing of bare-quark physics
○ Inaccessible realm of physics except for asymptotic freedom!

● LHC is a top quark factory (100m+ thus far)
● Spin information is accessed “best” in leptonic decays of W

3

[arxiv:1403.4427]

SM@LHC2023: Standard Model at the LHC Workshop 2023
3
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Search for Toponium with Dilepton Events
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: two leptons carry spin correlation information of the two top quarks, can 
be used for toponium and ttbar separation


Many methods have been studied in order to analyze Tevatron/LHC 2l ttbar 
events. [0603011.pdf, PhysRevLett.80.2063]


Toponium reconstruction: need good resolution near  threshold.

tt̄ → 2l

Mtt̄

¥
w
,

E-irw-59÷

Missing  

transverse  

energy

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.80.2063%5D


Top quark reconstruction: non-ML Method
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Hard constraints on particle masses, detector resolution and extra jet 
radiation effects ignored


Poor reconstruction below threshold and for boosted region


Fail to find solutions/Numerical methods, e.g. Neutrino reweighting: 
computationally expensive

ar
X

iv
:h

ep
-p

h/
06

03
01

1v
3 

 1
8 

Ju
n 

20
11

Analytical solution of tt̄ dilepton equations

Lars Sonnenschein∗

RWTH Aachen University, III. Physikalisches Institut A, 52056 Aachen, Germany
(Dated: October 29, 2018)

The top quark antiquark production system in the dilepton decay channel is described by a set
of equations which is nonlinear in the unknown neutrino momenta. Its most precise and least time
consuming solution is of major importance for measurements of top quark properties like the top
quark mass and tt̄ spin correlations. The initial system of equations can be transformed into two
polynomial equations with two unknowns by means of elementary algebraic operations. These two
polynomials of multidegree two can be reduced to one univariate polynomial of degree four by means
of resultants. The obtained quartic equation is solved analytically.

PACS numbers: PACS29.85.+C

I. INTRODUCTION

In 1992, Dalitz and Goldstein published a numerical
method based on geometrical considerations to solve the
system of equations describing the kinematics of the tt̄
decay in the dilepton channel [1][2]. In 2004 an approx-
imation of the system of equations - assuming that the
transverse momentum of the tt̄ system can be neglected
- has been solved analytically [3] by means of computer
algebra software such as [4]. Meanwhile the transverse
momentum constraint has been omitted while the solu-
tion is still derived by means of computer algebra and
its accuracy does not reach real precision [5]. In 2005,
the system of equations could be solved algebraically to
real precision free of any singularity [6]. The analyti-
cal solution introduced here is based on a new Ansatz
which minimises the amount of intermediate steps to de-
rive the solution. This approach makes the need of com-
puter algebra superfluous. In addition it provides more
transparency and control over singularities which are in-
trinsic to the analytical solution. Further the accuracy
achieved is - as already in the algebraic approach [6] -
of real precision. Important improvements in terms of
robustness, code volume and time consumption with re-
spect to the algebraic approach make this method more
convenient for applications in practice. Other solution
methods can compare their performance to the reference
method described here. It should be mentioned that dif-
ferent approachs leading to analytical solutions, without
giving a complete algebraic derivation and without rig-
orous discussion of reducible and irreducible singularities
exist in the literature [7] [8].

In the next section the system of tt̄ dilepton equations
is introduced, followed by the derivation of the analytical
solution including a rigorous discussion of the reducible
and irreducible singularities of the analytical solution.
Subsequently, the performance of the method is elabo-
rated.

∗Electronic address: Lars.Sonnenschein@cern.ch

II. tt̄ DILEPTON KINEMATICS

The system of equations describing the kinematics of tt̄
dilepton events can be expressed by the two linear and
six non linear equations

Ex/ = pνx + pν̄x ,

Ey/ = pνy + pν̄y ,

E2
ν = m2

ν + p2νx + p2νy + p2νz ,

E2
ν̄ = m2

ν̄ + p2ν̄x + p2ν̄y + p2ν̄z ,

m2
W+ = (E"+ + Eν)

2 − (p"+x + pνx)
2,

−(p"+y + pνy )
2 − (p"+z + pνz)

2,

m2
W− = (E"− + Eν̄)

2 − (p"−x + pν̄x)
2, (1)

−(p"−y + pν̄y )
2 − (p"−z + pν̄z)

2,

m2
t = (Eb + E"+ + Eν)

2 − (pbx + p"+x + pνx)
2,

−(pby + p"+y + pνy )
2 − (pbz + p"+z + pνz )

2,

m2
t̄ = (Eb̄ + E"− + Eν̄)

2 − (pb̄x + p"−x + pν̄x)
2,

−(pb̄y + p"−y + pν̄y )
2 − (pb̄z + p"−z + pν̄z)

2.

The z-axis is here assumed to be parallel orientated to the
beam axis while the x- and y-coordinates span the trans-
verse plane. The first two equations relate the projection
of the missing transverse energy onto one of the trans-
verse axes (x or y) to the sum of the neutrino and an-
tineutrino momentum components belonging to the same
projection. The next two equations relate the energy of
the neutrino and antineutrino with their momenta. Fi-
nally four non linear equations describe the W boson
and top quark (antiquark) mass constraints by relating
the invariant masses to the energy and momenta of their
decay particles via relativistic 4-vector arithmetics.

III. ANALYTICAL SOLUTION

The system of equations (1) can be subdivided in two
entangled sets of equations. One set of equations, de-
scribing the t → bW+ → b!+ν" parton branch of the

Analytical solutions with  
“ellipse” method

Toponium reconstruction near the threshold

4

• Drawbacks of existing non-ML methods: 


• Hard constraints on particle masses, detector resolution effect ignored


• Poor reconstruction below threshold and for boosted region, fail to find 
solutions


• Numerical methods, e.g. Neutrino reweighting: Computationally expensive
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Analytical solutions with  “ellipse” method
Neutrinos

W
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Method based on transformer-LSTM model 


Four momentum of leptons, jets, missing transverse 
momentum as sequence input


Regress to neutrino true momentum:


Particle mass, kinematic constraints included in the Loss 
function

Toponium reconstruction near the threshold

4

• Drawbacks of existing non-ML methods: 


• Hard constraints on particle masses, detector resolution effect ignored


• Poor reconstruction below threshold and for boosted region, fail to find 
solutions


• Numerical methods, e.g. Neutrino reweighting: Computationally expensive
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Figure 2: Two transformer with bidirectional LSTM architectures. The left one, TRANS-BLSTM-1, replaces the
feedforward layer with BLSTM layer and the right , TRANS-BLSTM-2, adds a BLSTM layer in parallel.

The masked LM (MLM) is often referred to as
a Cloze task in the literature (Taylor, 1953). The
encoder output, corresponding to the mask tokens,
are fed into an output softmax over the vocabulary.
In our experiments, we randomly mask 15% of all
whole word wordpiece tokens in each sequence
(Wu et al., 2016).

We also use the next sentence prediction loss
as introduced in (Devlin et al., 2018) to train our
models. Specifically, when choosing the sentences
A and B for each pre-training example, 50% of the
time B is the actual next sentence that follows A,
and 50% of the time it is a random sentence from
the corpus. We note that recent work (Yang et al.,
2019; Liu et al., 2019a; Lan et al., 2019; Raffel
et al., 2019) has argued that the NSP loss may not
be useful in improving model accuracy. Never-
theless, we used the NSP loss in our experiments
to have a fair comparison between the proposed
models and the original BERT models.

3.5 Model parameters

Table 1 shows the model parameter size and
training speedup for TRANS/BERT (TRANS and
BERT are exchangeable in this paper), TRANS-
BLSTM-SMALL, and TRANS-BLSTM respec-
tively. Here, the TRANS-BLSTM-SMALL and
TRANS-BLSTM models are 50% and 100% larger
than the TRANS model (base, large) respec-

tively. Consequently, TRANS-BLSTM-SMALL
and TRANS-BLSTM models require more com-
putational resources and longer training times
compared to the vanilla transformer model. The
slowest-training model is the TRANS-BLSTM
which is also our baseline. Models with fewer
parameters can train faster. For example, the large
TRANS/BERT model boasts a 2.8 fold speedup
compared to the TRANS-BLSTM large model. We
note that the focus of the paper is to investigate
whether a joint transformer and BLSTM architec-
ture can further improve the performance over a
transformer baseline. This is important to keep in
mind because simply increasing the number of hid-
den units in BERT-large is not enough to positively
affect accuracy (Lan et al., 2019) (also see Section
4.6).

4 Experiments

4.1 Experimental setup

We use the same large-scale data which has been
used for BERT model pre-training, the BooksCor-
pus (800M words) (Zhu et al., 2015) and English
Wikipedia (2.5B words) (Wikipedia contributors,
2004; Devlin et al., 2018). The two corpora con-
sist of about 16GB of text. Following the origi-
nal BERT setup (Devlin et al., 2018), we format
the inputs as “[CLS] x1 [SEP] x2 [SEP]”, where

With Transformers

https://arxiv.org/abs/2003.07000


Make it Probabilistic: 

Conditional Normalizing Flow
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https://arxiv.org/pdf/2307.02405.pdf
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Conditional Invertible
Neural Network

Embedding MLP

Jets

Leptons

Misc
Jet MLP

Lepton MLP

MET MLP

TE 
Block

TE 
Block

TE 
Block

CT

CA 
Block

CA 
Block

FIG. 1: A schematic of the ‹2-Flows network for learning the conditional likelihood of multiple neutrinos in the
event. The network uses a transformer encoder (TE) with cross-attention (CA) with a learnable class token (CT) to
embed an event representation for any multiplicity of physics objects. This operation is permutation invariant and
can operate on any jet and lepton multiplicity. Each physics object has its own dedicated embedding network and

additional event information (Misc) is used to condition the transformer encoder blocks. The representation vector is
used to condition the transformation with the normalizing flow.

cific to each event, to guide the transformations within
the normalizing flow. In the single lepton case, ‹-Flows
uses an attention pooled deep set [35] to process the jets,
with #»p miss

x , #»p miss
y , the lepton four momentum, and some

event level information as extra conditional information.
To extend ‹2-Flows to multiple leptons, we require a per-
mutation invariant architecture that can accommodate a
variable number of both jets and leptons, motivating the
move to attention transformers.

To train ‹2-Flows all jets and leptons are repre-
sented by their four-momentum vectors in the form
(px, py, pz, log E). Jets are assigned an additional binary
decision on whether they are tagged as originating from a
b-quark. Leptons are identified as being either an electron
or a muon, as well as whether they had positive or nega-
tive charge. The target neutrino momenta are expressed
as (px, py, pz) for both the neutrino and anti-neutrino.
The full set of inputs to the network are provided in Ta-
ble I. The coordinates chosen to describe the input and
target object kinematics was the result of a grid search.

A schematic of the new architecture for ‹2-Flows is
shown in Fig. 1, which makes use of attention trans-

TABLE I: The di�erent input observables used as
inputs to the feature extraction network.

Category Variables Description

#»p miss
T pmiss

x , pmiss
y Missing transverse momentum 2-vector

Leptons

p¸
x, p¸

y, p¸
z, log E¸ Lepton momentum 4-vector

q¸ Lepton charge

¸flav Whether lepton is an electron or muon

Jets
pj

x, pj
y, pj

z,log Ej Jet momentum 4-vector

isB Whether jet passes b-tagging criteria

Misc Njets, Nbjets Jet and b-jet multiplicities in the event

formers and object specific embedding networks. Initially,
the jets, leptons and #»p miss

T are all independently embed-
ded into higher dimensional space using object specific
multi-layer perceptrons (MLP).3 The embedded objects
subsequently interact through a transformer encoder us-
ing several layers of multi-headed attention. Additional
event information (Misc) containing object multiplicities,

3
Other final state objects such as photons and tau leptons can

also be accommodated by embedding them additional MLPs for

each particle type.

8

FIG. 4: The reconstructed invariant mass of W bosons (left) and top quarks (middle), as well as the top quark pT

(right) when using the three neutrino reconstruction methods in comparison to ‹-Truth (shaded grey).

FIG. 5: The invariant mass, pT, and rapidity of the reconstructed tt̄ system when using the three neutrino
reconstruction methods in comparison to ‹-Truth (shaded grey).

worse with strong biases in all neutrino kinematics and
resulting event level distributions.

One of the main drawbacks of ‹-Weighting, and why
Ellipse is often considered despite the reduced perfor-
mance, is the computational resources required. In com-
parison, ‹-Flows requires only a single forward pass for
each event. The typical inference times on a CPU for
single event inference are around 70 ms, with the com-
putation time decreasing substantially with parallelised

execution on a GPU as summarised in Table II.

B. Unfolding analysis

In order to evaluate the downstream impact of the
improved neutrino reconstruction from ‹-Flows, we fol-
low the unfolding analysis performed in Ref. [26], where
a double di�erential cross section measurement is per-
formed to measure the spin correlation in tt̄ events, by

Transformer

SciPost Phys. 14, 159 (2023)

(a) (b)

(c)

Figure 5: The pseudorapidity (⌘) of three different neutrinos selected from the eval-
uation dataset. The true values are shown in black. The two solutions from the mW
constraint method are shown in green. The single point estimate using ⌫-FF is shown
in blue. The ⌘ marginal for full conditional probability density learned by ⌫-Flows
is shown in orange. The ⌫-Flows(sample) method corresponds to taking a single
random sample under the conditional probability distribution and ⌫-Flows(mode)
corresponds to taking the most probable solution, which is equivalent to choosing
the value at the peak of the distribution.

with the full probability across a range of ⌘⌫ values and shows a distribution with two local
peaks corresponding to the quadratic solutions. This is worth noting as ⌫-Flows was able to
relearn the kinematic relationship detailed in Equation 3 entirely from data. But unlike the
mW constraint solutions, ⌫-Flows gives us interpretable uncertainties.

We also trained a version of ⌫-Flows using quadratic solutions as extra conditioning in-
puts and observed a slight performance increase. However, we felt that the version which had
to relearn this relationship purely from the dataset better demonstrated the power and ex-
pressiveness of the method. Furthermore, using ⌫-Flows without the quadratic solutions also
meant the same architecture can be applied to final-states with multiple neutrinos, where the
quadratic method would be invalid.

For the event represented by 5(a), ⌫-Flows indicates a preference for one of the possible
solutions, with the highest localised cumulative distribution occurring at ⌘⌫ ⇡ �1.60, close to
the true value. In contrast, ⌫-FF results in a point estimate close to �2.05 which falls between

9

Instead of regressing to true neutrino momentum:


Conditional probability distribution of neutrino momentum given 
event content; likelihood for final statistical interpretation;  

Improvement in threshold and boosted regions, also faster 
(computing cost shifted to training)


Promising for toponium search and entanglement, bells 
inequality studies & BSM search

https://arxiv.org/pdf/2307.02405.pdf
https://arxiv.org/pdf/2003.02280.pdf
https://arxiv.org/pdf/2003.02280.pdf
https://arxiv.org/pdf/2003.02280.pdf
https://arxiv.org/pdf/2003.02280.pdf
https://arxiv.org/pdf/1907.03729.pdf


Everyone is doing some 
ML now, how to process 

data efficiently?
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Heterogeneous Computing 
for ML/AI
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HARDWARE ALTERNATIVES �11

FPGAs

EFFICIENCY

Control 
Unit 
(CU)

Registers

Arithmetic 
Logic Unit 

(ALU) + + + +

+ +
+

Silicon alternatives

FLEXIBILITY

CPUs GPUs
ASICs

Advances driven by
big data explosion 
& machine learning

Discontinued: October 18, 2022
A 5 year old slide, message 

remains…



‘AI chips’ in 2023
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Fast ML - Sioni Summers11 Sep. 2023

ML Hardware
• GPUs have been the baseline for accelerated ML 

• One of the big industry trends of recent years: 
custom silicon for AI 

• Mac M2: 15.8 TOPS Neural Engine 

• Meta MTIA v1: 102.4 TOPS INT8, 51.2 
TFLOPS FP16, 25 W 

• Graphcore IPU mk2: 250 TFLOPS 

• Groq: 750 TOPs INT8, 188 TFLOPs FP16 

• Even your FPGA has accelerators 

- Versal AI: 145 TOPS INT8, 12 TFLOPs FP32 

• Also many examples from TinyML for ultra low 
power AI 

- e.g. GreenWaves GAP in MLPerf benchmark

13

Apple

Meta

AMD / Xilinx
Graphcore

Groq
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SONIC 
Services for Optimized Network Inference on Coprocessors 

Flexible - task-based optimization; software abstraction 

Adaptable - right-size the system based on compute needs 

Scalable - coprocessor disassociated from existing CPU 
infrastructure; common software framework 

Non-disruptive - maintain HEP computing paradigm, 
coprocessors as an enhancement

NCPU != Ncoprocessor

COPROCESSOR 
(GPU,FPGA,A

SIC)

COPROCESSOR 
(GPU,FPGA,A

SIC)

COPROCESSOR 
(GPU,FPGA,A

SIC)

Network
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• The most straightforward way to deploy 
algorithms on coprocessors is to run 
workflows on machines with coprocessors
• This “Direct connection” can be inefficient:

P. McCormack (MIT) - FastML 2023 4

Heterogeneous computing

Traditional direct CPU->GPU connection:

Too few models or cores 
= underutilized GPU

Narrow “sweet spot” in 
terms of models or cores

Too many models or cores = 
oversaturated GPU

Also: workflows can only take advantage of 
acceleration if they run on a machine with a 
coprocessor – expensive at large scales!

Directly connected GPUs
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Heterogeneous computing

Traditional direct CPU->GPU connection:

Too few models or cores 
= underutilized GPU

Narrow “sweet spot” in 
terms of models or cores

Too many models or cores = 
oversaturated GPU

Also: workflows can only take advantage of 
acceleration if they run on a machine with a 
coprocessor – expensive at large scales!

Inflexible Expensive

Inflexible & Expensive Complex, Requires R&D
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Services for Optimized Network Inference 
on Co-processors. https://arxiv.org/pdf/1904.08986.pdf


Flexible & Adaptable - right-size the 
system based on compute needs, 
maximize e.g. GPU acceleration; task-
based optimization;

Scalable & Portable - co-processor 
disassociated from existing CPU 
infrastructure; reduce client software 
dependency on server hardware
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• Cloud service has latency

• Run CMSSW on Azure cloud machine
→ simulate local installation of FPGAs
(“on-prem” or “edge”)

• Provides test of “HLT-like” performance

Network input

CPU farm

FPGAPrediction

CMSSW

Heterogeneous Cloud Resource
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FPGA

Heterogeneous Edge Resource

CPU

CMSSW

and there is a vast amount of research on specialized hardware for machine learning that the
particle physics community can take advantage of

• Often machine learning algorithms are quite parallelizable making them amenable to accelera-
tion on specialized hardware. This is not always true of physics-based algorithms, or perhaps
they would have to be re-written to accommodate new, and often changing, computing hardware

We therefore focus on ML acceleration in our study. Of course, to fully capitalize on the ML-focused
hardware developments, we rely on the continued research and development of ML applications for
particle physics tasks. However, given recent work across many neutrino and LHC experiments []
and initiatives such as the HepTrkX [] and Tracking ML Kaggle Challenge [], machine learning
applications across particle physics is growing rapidly.

The other important aspect is to understand is how to integrate FPGA co-processors into the parti-
cle physics computing model without disrupting the current multi-threaded parallel module processing
paradigm. A natural method for integrating heterogeneous resources is via a network service []. This
client-server model is flexible to be used locally by a single user or within a computing farm where a
single thread communicates with the server via Remote Procedure Calls (RPC) sending information as
protocol bu�ers. In our particular case, the gRPC package [] interfaces with Brainwave system. With
this setup, we now define a communication method between FPGA co-processor resources and our
primary experimental computing CPU-based data centers. This is illustrated in Fig. 4 where a module
running on our experimental compute farm requires fast inference of a particular ML algorithm via
an RPC. At the moment, we test the performance of a single task which makes a request to a single
cloud service. However, scaling up the number of requests is natural for the Brainwave system which
is capable of load balancing of service requests []. In the next section, we study the performance of
this computing stack and compare it to other results in the literature.

Network input

Datacenter (CPU farm)

CPU FPGA

Prediction

Experimental 

Software

gRPC protocol Heterogeneous  
Cloud Resource

Figure 4: An illustration of FPGA-accelerated machine learning cloud resources integrated into the
experimental physics computing model as a service

One may also consider a case where the FPGA co-processor resources are physically on the
same farm as the CPUs, as a so-called edge compute resource. This is illustrated in Fig. 5. In this
scenario, the same gRPC interface protocols are used to communicate with the FPGA hardware and

– 5 –

the software access for fast inference is unchanged. To benchmark this scenario, we run our particle
physics applications on a virtual machine (VM) on the cloud datacenter. Again, results are presented
in the following section.

CPU
FPGA

Heterogeneous  
“Edge” Resource

gRPC
 protocol

Experimental 
software

Figure 5: An illustration of FPGA-accelerated machine learning edge resources integrated into the
experimental physics computing model as a service

Describe the Resnet-50 deployment. The service is defined in two steps: a featurizer step which
is performed on the FPGA, and the classifer step, which is performed on the CPU.

– 6 –

SONIC �20

!20

‣ Services for Optimized Network 
Inference on Coprocessors 
(SONIC) 
‣ Send jet images from CMSSW 

to Microsoft Brainwave FPGA

arXiv:1904.08986

https://arxiv.org/pdf/1904.08986.pdf
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• SONIC uses NVIDIA Triton inference servers
• CMSSW only handles preprocessing and 

I/O, not inference framework
• Triton supports many ML backends: ONNX, 

TensorFlow, PyTorch, Scikit-Learn, etc.
• Improves model-building flexibility

• Makes asynchronous inference requests

P. McCormack (MIT) - FastML 2023 7

SONIC

NVIDIA Triton Inference Server



First demonstration in large 
experiment data processing
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• As a testbed for SONIC-enabled 
deployment, we created a MiniAOD
demonstrator workflow
• Runs a refinement and slimming step 

of CMS data processing
• Full MiniAOD processing workflow 

typically run ~monthly

P. McCormack (MIT) - FastML 2023 8

Studying SONIC at scale

Mini-AOD production typically takes about 0.5 seconds 
per event on production grid nodes

[1702.04685]

• Inferences for three classes of algorithms were run through SONIC:
• ONNX-based jet tagger
• TensorFlow based missing energy calculation
• TensorFlow based CNN for tau lepton ID

• These algorithms consume about 10% of total workflow latency

P. McCormack (MIT) - FastML 2023 9

Studying SONIC at scale

MiniAOD step of the CMS data 
processing: ML inferences 
consume 10% of the total 
processing time.

Tests at Purdue CMS Tier-2 
data center, GCP and Fermilab.

Public results


• MiniAOD demonstrator was deployed in 
multiple computing contexts
• Google Cloud (GCP): Triton server on cloud 

VM, with client-side CPUs also in cloud
• Purdue computing cluster: 2 T4s available –

client CPUs at Purdue (can also use cloud 
GPUs)
• Fermilab computing: We had (non-exclusive) 

access to 2 T4s at Fermilab
• NOTE: Can use CPUs at one site to 

communicate with GPUs at another site

P. McCormack (MIT) - FastML 2023 10

Computing resources
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Computing resources

http://cds.cern.ch/record/2872973


GPU as-a-service for CMS
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Figure 2: Illustration of SONIC workflows in CMS production system.

This includes learning the existing SONIC miniAOD workflow test setup at Purdue, with SONIC
GPU servers managed by the Kubernetes services that are being developed by Dmitry. In the
last quarter of 2023, Yao will start working on the proposed development in enhancing SONIC
server-side support in customized non-ML GPU kernels of CMS reconstruction sequence. Detailed
plans, milestones, and deliverables are presented below.

• 2023/Q4: Automate the initial Patatrack-aaS workflow developed [10] by developing wrap-
pers for inputs consumed by the algorithms and outputs from the customized backend kernel,
as well as an automatic wrapper from the client side. Benchmark the performance in latency,
throughput, and memory consumption against inferences on directly connected GPUs. The
deliverables are the automation tools developed and the performance test results.

• 2024/Q1: Test the generalizability of the automation wrapper tools with other GPU re-
construction algorithms. These can include although not limited to the algorithms in the
current CMS Run-3 GPU workflow and algorithms targeting the HL-LHC such as the Line
segment tracking. The deliverables are to identify shortcomings in the automation tool
in handling algorithms consuming different data formats and further improvements to be
integrated into the SONIC automation tools.

• 2024/Q2: This period is dedicated to developing and integrating the improvement in SONIC
automation tools to successfully enable offloading of GPU algorithms in the CMS Run-3

4



Load-balanced Triton 
service available on site

19
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• Triton provides a model analyzer tool to optimize server settings
• For example, we can adjust parameters like preferred batch size
• We can also compare different backends if there are multiple versions and try 

optimization schemes such as TensorRT (TRT)

P. McCormack (MIT) - FastML 2023 11

Optimizing performance: server parameters

• Asynchronous inference requests


• Triton supports ONNX, TensorFlow, PyTorch, Scikit-Learn, etc. Triton 
model analyzer tool optimizes server settings. e.g. batch size, dynamic 
batching window.

Single Model Optimization
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• Having explored server parameters, we can test the number of client 
jobs that a single GPU can handle
• We perform these tests in the cloud, as we need to synchronize jobs 

running on O(1000) CPU cores
P. McCormack (MIT) - FastML 2023 12

Optimizing performance: CPU-to-GPU ratio

One ML model offloaded for 
each test


Optimal CPU client jobs / GPU 
ratio decided by acceleration 
factor/saturation point

CPU/GPU ratio optimization
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• Lastly, we performed a scale-out test at GCP, using 10,000 CPU cores split into 
2,500 4-threaded client jobs
• 100 Tesla T4 GPUs were used to host the MiniAOD models with a Kubernetes load 

balancer to ensure even GPU usage
• Peak network usage was ~15 GB/s (total bandwidth coming into GPU cluster)

P. McCormack (MIT) - FastML 2023 15

Testing performance: running at large scale

Scale-out test at GCP: 


10,000 CPU cores (2,500 4-threaded) client 
jobs, 100 Tesla T4 GPUs with Kubernetes 
as load balancer


Peak network usage was ~15 GB/s (total 
bandwidth coming into GPU cluster)



Plan B?
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Remote server/Fall-back CPU
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• Because we run algorithms asynchronously, per-event latency should not be 
negatively affected by client-to-server distance
• This was verified by running client jobs at Purdue that talked with servers either 

locally at Purdue or in the cloud (physically over 100 miles from the client)
P. McCormack (MIT) - FastML 2023 13

Testing performance: distance-induced latency?
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• SONIC deployment accounts for potential server failures by reserving the 
ability to deploy a “fallback” server based on client-side CPU resources
• Ideally, this would not result in higher latencies relative to running entirely 

on CPU without SONIC - we do not observe any such slowdowns
P. McCormack (MIT) - FastML 2023 14

Testing performance: server overhead?

No added latency observed in remote offloading.


More studies on memory overhead etc, see paper.



More and Next
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• SONIC with FPGA co-processors


• SONIC for CMS data analysis


• SONIC for GraphCore IPU


• SONIC to offload customized algorithms in GPU


• Future: SONIC for AMD GPUs


……
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ML Hardware
• GPUs have been the baseline for accelerated ML 

• One of the big industry trends of recent years: 
custom silicon for AI 

• Mac M2: 15.8 TOPS Neural Engine 

• Meta MTIA v1: 102.4 TOPS INT8, 51.2 
TFLOPS FP16, 25 W 

• Graphcore IPU mk2: 250 TFLOPS 

• Groq: 750 TOPs INT8, 188 TFLOPs FP16 

• Even your FPGA has accelerators 

- Versal AI: 145 TOPS INT8, 12 TFLOPs FP32 

• Also many examples from TinyML for ultra low 
power AI 

- e.g. GreenWaves GAP in MLPerf benchmark
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Bringing AI to Data 
Creation
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From Collisions to Discoveries

9

On-detector  
ASIC compression 

FPGA filter stack 
~μs latency

Worldwide 
computing grid 

On-prem CPU/GPU 
filter farm 

~100 ms latency

CMS Experiment 
40MHz collision rate 
~1B detector channels

~100ns latency

Pb/s 
40MHz

10s Tb/s 
100s kHz

10s Gb/s 
~5 kHz

Exabyte-scale 
datasets

Science with Big data: Multi-tier Data Processing

High Rate, Volume,Complexity



From Collisions to Discoveries
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Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML partic
le-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

Learning grouping of detector elements 

End to End Detection of Exotic patterns?

Higgs? Toponium? 

 Dark Matter? 



Lepton flavor violating τ->3μ decay 

Daniel Guerrero (UF)                        Introduction to τ 3→ μ triggers at the HL-LHC  9

µ

µ

µτ

ν~

Search for τ 3→ µ decays at particle colliders 
Charge lepton Wavor violating decays:
 Possible via neutrino oscillations with extremely small branching ratio: BR(τ→3μ) ~ O(10-14)
 New physics can enhance BR(τ→3μ) up to ~ O(10-8)
 There-muon signature is the cleanest at LHC (as opposed to 3e , μμe, μγ, etc.)

Recent BR(τ  3µ)→  experimental limits (90% CL):    
 Belle  : 2.1 x 10-8 (expected 2.3 x 10-8)  Phys. Lett. B687 (2010) 139
 BaBar: 3.3 × 10-8 (expected 4.0 x 10-8) Phys. Rev. D81 (2010) 111101
 LHCb : 4.6 × 10-8 (expected 5.6 x 10-8 ) JHEP 02 (2015) 121
 CMS   : 8.0 x 10-8  (expected 6.9 x 10-8)  JHEP01(2021)163
 ATLAS: 3.8 × 10-7 (expected 3.9×10 -7 ) Eur. Phys. J. C76 (2016) 5, 232

SUSY with a R-parity violation

Neutrino oscillations

Neutrino oscillations : 
10-40~-50 

Daniel Guerrero (UF)                        Introduction to τ 3→ μ triggers at the HL-LHC  9
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Search for τ 3→ µ decays at particle colliders 
Charge lepton Wavor violating decays:
 Possible via neutrino oscillations with extremely small branching ratio: BR(τ→3μ) ~ O(10-14)
 New physics can enhance BR(τ→3μ) up to ~ O(10-8)
 There-muon signature is the cleanest at LHC (as opposed to 3e , μμe, μγ, etc.)

Recent BR(τ  3µ)→  experimental limits (90% CL):    
 Belle  : 2.1 x 10-8 (expected 2.3 x 10-8)  Phys. Lett. B687 (2010) 139
 BaBar: 3.3 × 10-8 (expected 4.0 x 10-8) Phys. Rev. D81 (2010) 111101
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SUSY with a R-parity violation

Neutrino oscillations

New physics results in 

detectable rate at 10-9~-10 

Flavor of particles: a mystery yet to be solved.  

Quarks and neutrinos mix, do charged leptons also mix and why? 

search for lepton flavor violating decays



Hallway in Purdue Physics Building
Canceled in 1993



Charged lepton flavor 
violating decay 

Experimentally challenging 

Mτ ~ 1.7 GeV : Mμ ~ 100 MeV 

Collimated, low pT, forward muons: flagged as 
“uninteresting” with nominal triggers 

Current signal acceptance: < 10-11

pileup

18
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SUSY with a R-parity violation

Neutrino oscillations

• Detecting lepton flavor violating τ->3μ decays
• Very (super ultra) rare in the SM, Neutrino 

oscillations: BR ~O(10-14)
• BSM e.g. R-parity violating SUSY enhanced: 

O(10-8) 
• Collimated, low pT and very forward muons
• Next upgrade uses tracking information, only 25% 

efficient (already 10 times better than current 
method)

Daniel Guerrero (UF)                        Introduction to τ 3→ μ triggers at the HL-LHC  10

Tau production at the High-Luminosity LHC (HL-LHC)
The HL-LHC (2027-2037): 
 14 TeV of center of mass energy pp collisions
  7.5 x 1034cm -2 s-1 instantaneous luminosity & 200 pile-up (PU)
 Integrated luminosity: 4000 fb-1 (25 x more data)
 Challenging data-taking conditions: 

 High particle multiplicity & intense radiation environment

Tau particle production 
 5.6 x 1014 expected τ‘s from hadronic processes with D/B mesons 

 ~72% originate from D
s
→τν decays

 Lots of taus, but challenging to reconstruct at the L1 trigger! 
 M(Ds) ~ M(τ)  collimated, low pT and very forward muons→  
 Background: Pile-up and Bs + π/K production

 CMS upgrades are needed to fully exploit signature

Muon 
properties 

in
Ds  τ→ (3µ)ν 

decays
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Tau production at the High-Luminosity LHC (HL-LHC)
The HL-LHC (2027-2037): 
 14 TeV of center of mass energy pp collisions
  7.5 x 1034cm -2 s-1 instantaneous luminosity & 200 pile-up (PU)
 Integrated luminosity: 4000 fb-1 (25 x more data)
 Challenging data-taking conditions: 

 High particle multiplicity & intense radiation environment

Tau particle production 
 5.6 x 1014 expected τ‘s from hadronic processes with D/B mesons 

 ~72% originate from D
s
→τν decays

 Lots of taus, but challenging to reconstruct at the L1 trigger! 
 M(Ds) ~ M(τ)  collimated, low pT and very forward muons→  
 Background: Pile-up and Bs + π/K production

 CMS upgrades are needed to fully exploit signature

Muon 
properties 

in
Ds  τ→ (3µ)ν 

decays

Single μ trigger > 20 GeV 

Di-muon trigger ~ 10-20 GeV 

Graph Classification τ->3μ



End-to-end τ->3μ detection

31

• 5 times more events triggered compared to the L1T TDR


• Can also detect long-lived particles resulting in muon “showers”

GNN structure

Why am I here at the L1 scouting workshop?
• Better acceptance of  !→3μ if higher trigger rate is possible 

• Can we bene!t from L1 scouting phase-2 system 
envisioned? 

• Method could be adopted for ‘muon shower’ or soft and/or 
long lived muon signatures. 
• Signatures that scouting can target for 

• Inclusive search using anomaly detection that learns any 
pattern that’s not pileup… maybe hard from ML perspective

GeV

GNN pre-
selection

Reconstruct muons 
Using muon hits and 

tracks
Analysis

L1 TDR: 16k



To make it a reality…
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• An actual end-to-end reconstruction


Irregular computation patterns in graph generation


There are some workaround (Local Sensitivity Hashing) 

Measurements association with particles


Some ‘auxiliary studies’ in robustness and interpretability:  
https://arxiv.org/abs/2210.16966, https://arxiv.org/abs/2201.12987 

• Will share some attempts on tracking datasets 


• Put it in Level-1 Trigger of CMS


HLS4ML for GNNs/Transformers 

Co-design tools essential for scientific applications

https://arxiv.org/abs/2210.16966
http://www.apple.com


End to End Reconstruction
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Point Cloud

Transformer

Repulsion/ 
attraction

Latent Space

Tracking dataset generated with ACTS 
software 
Tracking for a full event has 50k+ 
points 
kNN Graph Construction can be 

GNNs have lots of irregular computations

Separating a full event into multiple 
sections. Extra overheads, hard to 
recover tracks across sections

O(n2)

DBSCAN
Clusters

Object condensation Collect clusters

Efficient Sparse Transformer 
Contrastive learning with hard negative 
mining

With comparable accuracy 
Can be trained end-to-end 
Computations are parallelizable and 
regular,  complexity

Speedup on a GPU (Quadro RTX 6000) 
100x faster on a full event

20x faster on 1/10 event

O(n log n)



We want to put it here
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On-detector  
ASIC compression 

FPGA filter stack 
~μs latency

Worldwide 
computing grid 

On-prem CPU/GPU 
filter farm 

~100 ms latency

CMS Experiment 
40MHz collision rate 
~1B detector channels

~100ns latency

Pb/s 
40MHz

10s Tb/s 
100s kHz

10s Gb/s 
~5 kHz

Exabyte-scale 
datasets

Science with Big data: Multi-tier Data Processing



Specialized Hardware

Machine  
Learning

M.LIU

#Trending in Industry: Heterogeneous Computing 7

HARDWARE ALTERNATIVES �11

FPGAs

EFFICIENCY

Control 
Unit 
(CU)

Registers

Arithmetic 
Logic Unit 

(ALU) + + + +

+ +
+

Silicon alternatives

FLEXIBILITY

CPUs GPUs
ASICs

Advances driven by
big data explosion 
& machine learning 

L1 trigger On-detector  

electronics

Co-design tool: crucial for prototyping AI at edge solutions 

Algorithm hardware co-design for limited computing 

Prototype with manageable programming barrier for domain scientists



Mapping NN onto FPGAs
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hls4ml - Fermilab - 12 September 201912.9.2019  11

Neural network inference

input layer

output layer

M hidden layers

N1

NM

layer m

Nm

activation function multiplication addition
precomputed and 
stored in BRAMs DSPs logic cells

xn = gn(Wn,n�1xn�1 + bn)

Nmultiplications =
NX

n=2

Ln�1 ⇥ Ln

L1
Ln

LN

16 inputs

64 nodes 
activation: ReLU

32 nodes 
activation: ReLU

32 nodes 
activation: ReLU

5 outputs 
activation: SoftMax
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What are FPGAs?
Field Programmable Gate Arrays are reprogrammable 
integrated circuits 

Contain many different building blocks (‘resources’) which 
are connected together as you desire 

Originally popular for prototyping ASICs, but now also for 
high performance computing 

‘Computing in space as well as time’ 

FPGA diagram

Machine learning algorithms are ubiquitous in HEP  

FPGA usage broad across HEP experiments 
Centered on DAQ and trigger development 

Some early adaptions of ML techniques in trigger [1] 

FPGA development becoming more accessible 

High Level Synthesis, OpenCL 

FPGA interest in industry is growing 
Programmable hardware with structures 
that maps nicely onto ML architectures  

MACHINE LEARNING & FPGAS 7

FPGA 
“programmable hardware” 

DSPs (multiply-accumulate, etc.) 
Flip Flops (registers/distributed memory) 

LUTs (logic) 
Block RAMs (memories)

[1] Carnes et al., https://indico.cern.ch/event/567550/contributions/2629686/

5

       Overview

● AWS F1 instances are machines 
connected directly to a Xilinx 
Virtex 
UltraScale+ FPGA (VU9P)
using PCI-express

● General application development 
on AWS done using SDAccel

Virtex Ultrascale+ VU9P
6800 DSPs

1M LUTs
2M FFs

75 Mb BRAM

Digital Signal 
Processors

 (DSPs)  

Logic cell:

Flip-flops (FF) and 

look up tables (LUTs)
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Neural network inference

input layer

output layer

M hidden layers

N1

NM

layer m

Nm

activation function multiplication addition
precomputed and 
stored in BRAMs DSPs logic cells

xn = gn(Wn,n�1xn�1 + bn)

Nmultiplications =
NX

n=2

Ln�1 ⇥ Ln

L1
Ln

LN

16 inputs

64 nodes 
activation: ReLU

32 nodes 
activation: ReLU

32 nodes 
activation: ReLU

5 outputs 
activation: SoftMax

Multiplications

DSPs 


Addition

Logic cells


Activation 
functions

Precomputed, 
and stored in 
BRAMs  



Efficient Algorithms
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0101.1011101010 

Quantization

Integer Fractional
Width

Inspired by

Phil’s Fast ML for 
Science workshop 

https://indico.cern.ch/event/1283970/contributions/5592234/attachments/2723149/4731627/PCH_FastML_28_9.pdf
https://indico.cern.ch/event/1283970/contributions/5592234/attachments/2723149/4731627/PCH_FastML_28_9.pdf
https://indico.cern.ch/event/1283970/contributions/5592234/attachments/2723149/4731627/PCH_FastML_28_9.pdf


Efficient Algorithms
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Compression



Efficient Algorithms
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Compression/PruningQuantization

‘Ultimate optimization’ of ‘bits of information’

https://arxiv.org/abs/2102.11289 
https://arxiv.org/abs/2304.06745

https://arxiv.org/abs/2102.11289
https://arxiv.org/abs/2304.06745


Efficient Algorithms
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Compress it creatively: 

knowledge distillation. e.g



Efficient Algorithms

41

Neural Architecture search

e.g. EfficientNet for image 

detection

https://keras.io/api/applications/efficientnet/


Efficient Algorithms

42



MIT 6.5940: TinyML and Efficient Deep Learning Computing https://efficientml.ai

Trade-off Between Efficiency and Accuracy

3

Storage

Latency Energy
Image source: 1

Accuracy
Image source: 2

Algorithm System Co-design 
for Your Metrics

Compute  
Systems

Machine  
Learning

ML-specific  
systems

+ e.g. Radiation Environment: Fault Tolerant



HLS4ML: to aid prototype science application solutions

(Q)

(Q)

Catapult 
Coming soon

ASIC

VivadoAccelerator
for Xilinx 
accelerators / SoCs

Another dimension of Co-design 
Connecting domain scientists with prototype solutions



ML everywhere in CMS Phase 2 L1 Trigger
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B-tagging Missing transverse energy

Tau

Fast ML - Sioni Summers11 Sep. 2023

Introduction
• The trigger is a binary classifier 

• Efforts underway to use ML during Run 3 - gaining valuable experience! CICADA, AXOL1TL, TOPOL1TL 

• Machine Learning will be prevalent throughout the Phase 2 System 

- From known projects, object multiplicity, and event rate, conservatively estimate 25 billion ML inferences per second 
• We’ve developed some sophisticated stuff that has wider applications, here I’ll describe some of those 

• We also need to note developments from the wider academic community and industry, I’ll highlight some trends

2

These have NNs

 and/or BDTs inside

Detector hits

Clusters & Tracks

Particles

Event Categorisation
1 bit: keep / discardt = 12.5 μs

t = 0

Each small box is one

 Xilinx Ultrascale+ FPGA

2



Towards Scalable, Flexible, Adaptable GNN/
transformer with HLS4ML


46

• hls4ml: great support for MLP and 
CNN Keras models. 

• Support of parsing PyTorch models: 
this has been improved! 


• Some (non-trivial) engineering work 
to support GNN/transformers: 

• Tau3mu Detection: MessagePassing 
layers, and meet 100 ns latency!


• Long term: need to improve hls4ml 
code generation 

• Current code generation in hls4ml is 
based on naive string generation - 
i.e., it becomes a mess very fast for 
anything complex. 

sPHENIX tracking GNN hls4ml synthesis results

- Network inputs: nodes=80, edges=100
- Input network

- Can be parallelized to be “nodes” times faster (i.e., 15ns)

- Edge network

- Node network (results from HLS synthesis, vivado synthesis OOM’d) 
- Neet to optimize the scatter_add function (expecting ~2us for the net)

Input network

Edge network

Node network

Edge network

R
ep

ea
t n
_g
ra
ph
_i
te
rs

 ti
m

esLatency BRAMs DSPs FFs LUTs

1.2 us 6.5% 0.3% 5% 7.5%

Latency BRAMs DSPs FFs LUTs

3 us 15% 2% 20% 65%

Latency BRAMs DSPs FFs LUTs

12 us 42% 7% - -

Extremely preliminary - DO NOT 
TRUST NUMBERS

Example: Extended operations 
supported in hls4ml to implement 
a GNN developed for track 
reconstruction in the sPhenix 
trigger  

•  Added missing operations for 
GNN: Scatter_* “getitem”, 
“gather”, “ones()” and “zeros()”
etc

https://indico.cern.ch/event/1283970/contributions/5550634/attachments/2720770/4726806/20230925_GNNHLS4ML_JSchulte.pdf
https://indico.cern.ch/event/1283970/contributions/5550634/attachments/2720770/4726806/20230925_GNNHLS4ML_JSchulte.pdf
https://indico.cern.ch/event/1283970/contributions/5550634/attachments/2720770/4726806/20230925_GNNHLS4ML_JSchulte.pdf
https://indico.cern.ch/event/1283970/contributions/5550634/attachments/2720770/4726806/20230925_GNNHLS4ML_JSchulte.pdf
https://indico.cern.ch/event/1283970/contributions/5550634/attachments/2720770/4726806/20230925_GNNHLS4ML_JSchulte.pdf


What else?
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On-Chip?
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On-detector  
ASIC compression 

FPGA filter stack 
~μs latency

Worldwide 
computing grid 

On-prem CPU/GPU 
filter farm 

~100 ms latency

CMS Experiment 
40MHz collision rate 
~1B detector channels

~100ns latency

Pb/s 
40MHz

10s Tb/s 
100s kHz

10s Gb/s 
~5 kHz

Exabyte-scale 
datasets

Science with Big data: Multi-tier Data Processing

High Rate, Volume,Complexity



PT modules to provide hardware 
trigger capabilities

Designed to cope with high data 
rate, high radiation environment at 

the HL-LHC

Higher granularity, Low material 

budget, titled geometry

alexander.dierlamm@kit.edu4

The new Tracker Layout

New features:
fewer layers
tilted inner barrel
(extended pixel)
modules with sandwich 
of 2 sensors 
(2 hits/module)

total: 13296 modules
macro-pixel sensors

CMS Outer Tracker for HL-LHC

Phase-II

Phase-I

12.12.2017

2S modules: 2 Strip sensors
PS modules: Pixel and Strip sensor

42M strips on 192m²

170M macro-pixels on 25m²

The ATLAS approach is shown on poster 
P55, Z. Liang, “Construction of the new silicon 
microstrips tracker for the Phase-II ATLAS detector”

alexander.dierlamm@kit.edu7

pT Discrimination Concept

Reduce number of relevant hits for L1 by 
discrimination on pT

pT>2GeV/c removes 99% of tracks
Need on-module data reduction

modules contain two sensors with small 
gap
electronics use programmable search 
window to accept high-pT tracks and form 
stubs (hit position + bend info)
stubs are read out for each BX and sent to 
L1 Track Finder

CMS Outer Tracker for HL-LHC

CERN-THESIS-2010-083

12.12.2017

pT spectrum for hits at R=25cm from minimum bias 
particles at an average pileup of 400

PT modules



Testing at PurdueFERMILAB  MAPSA Assembly  

 2 

module will ultimately require sixteen MPA chips (each with a size of 12 mm x 26 

mm and containing 1918 bumps) to be connected to a single large area sensor 

piece (Figure 1). 
 
The MaPSA subassembly (Figure 2) contains sixteen MPA chips bumped to the 

pixelated sensor. It is connected through a wirebond-array to the front-end hybrid 

and to the service hybrids. The sensors are 320 microns thick.  The MPA chips 

are 250 microns thick. 

 

 

Figure 1. MaPSA assembly in RED box 

2) Quantities 
For reference, we also include a description of the production phase of the 
project with an estimate of quantities: 

 
a) 20 Dummy assemblies are complete 

b) 25 round 1 prototype assemblies – in process 

a. 10 active MaPSA assemblies 

b. 15 setup-dummy assemblies using top metal only setup parts. 

c) ~80 (40+40 round 2) MaPSA prototypes, depending on parts 
availability for pilot testing 

d) 6456 MaPSAs are to be built and tested: 

a. 5616 production 

b. 840 spares 

 

The vendor will test ~40 of the MaPSA prototype modules from c).    

 
 
 
 

3 
Technical Specification MaPSA-Light Assemblies 

 

 

 

 
 

 

 
The PS module will ultimately require sixteen MPA chips (each with a size of 12 mm x 26 mm and 
containing 1920 bumps) to be connected to a single large area sensor piece. 

1.3.1 The MaPSA subassembly 

 
 

The MaPSA subassembly contains sixteen MPA chips bumped to the pixelated sensor.  It is 
connected through a wirebond-array to the front-end hybrid and to the service hybrids.  

1.3.2 The MaPSA-Light subassembly 
The prototyping effort described here focuses on a simplified MaPSA topology, defined as MaPSA-
Light.  It addresses all the technical assembly aspects on a reduced size chip of 6.5 mm x 1.6 mm 
containing 48 bump pads (MPA-Light). A reduced size sensor allowing the connection of six of 
these chips is today in development (Sensor-Light). 

 
 

 
 

  

Strip SensorSSA

Carbon Fiber

SSA

Carbon Fiber

Pixellated Strip Sensor
MPA MPA

Strip SensorSSA

Carbon Fiber

SSA

Carbon Fiber

MPA MPA

MAPSA

MAPSA Light

Front-end hybrid 

Strip readout ASIC (SSA) MPA ASIC 

Power service hybrid 

MaPSA 
x8 8x 

Pixellated Strip Sensor 

MPA-Light x3 

Sensor-Light 

Opto service hybrid 

Front-end hybrid 

MaPSA-Light 
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pT Discrimination Concept

Reduce number of relevant hits for L1 by 
discrimination on pT

pT>2GeV/c removes 99% of tracks
Need on-module data reduction

modules contain two sensors with small 
gap
electronics use programmable search 
window to accept high-pT tracks and form 
stubs (hit position + bend info)
stubs are read out for each BX and sent to 
L1 Track Finder

CMS Outer Tracker for HL-LHC
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‘Pt modules’ for pixels?
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On-detector  
ASIC compression 

FPGA filter stack 
~μs latency

Worldwide 
computing grid 

On-prem CPU/GPU 
filter farm 

~100 ms latency

CMS Experiment 
40MHz collision rate 
~1B detector channels

~100ns latency

Pb/s 
40MHz

10s Tb/s 
100s kHz

10s Gb/s 
~5 kHz

Exabyte-scale 
datasets

Enabled by HLS4ML catapult 

See talk by Jieun, and Mathieu 

Symbolic form, plus symbolic regression?

http://www.apple.com
https://indico.slac.stanford.edu/event/8288/contributions/7654/attachments/3671/10018/SmartPixels-CPAD.pdf
https://indico.slac.stanford.edu/event/8288/contributions/7666/attachments/3680/10032/CPAD23_SNN_MathieuBenoit.pdf
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NSF A3D3 institute: Domain Scientists, Computer Scientists and System Experts

Impact broader science domains Fast ML for Science Workshop

Low-latency Calorimetry Clustering 
at the LHC with SPVCNN
ALEX SCHUY 1, ZHIJIAN LIU 2,  JEFF KRUPA 2, PATRICK MCCORMACK 2, 
PHIL HARRIS 2,  SHIH-CHIEH HSU1, SCOTT HAUCK 1, SONG HAN 2

10/4/2022 FASTML WORKSHOP 2022 1

UNIVERSITY OF WASHINGTON 1, MIT2

SpinQuest upgrade

9

Dark sector signature
SpinQuest: muon final states

DarkQuest: e,γ,π,...

System upgrades
Existing EMCal from PHENIX

Tracking MWPC available
Tensor polarized deuteron target

information for the neutrino flux. At much higher ener-
gies, the high- altitude balloon experiment Antarctic 
Impulsive Transient Antenna (ANITA)23, flying in a 
circumpolar orbit in Antarctica, used a radio technique 
to measure neutrinos at ~1017 eV, which is starting to 
provide constraints on cosmological neutrino sources 
and the GZK- related cosmogenic neutrino fluxes, com-
plementary with those provided by the Pierre Auger 
Observatory24.

Gravitational waves. The Laser Interferometric 
Gravitational- Wave Observatory (LIGO) consist of two 
detectors each with 4-km- long L- shaped arms (FIG. 1), 
which in 2015 began operation in the ~10–103 Hz fre-
quency range25. Another GW observatory, Virgo26 
located in Italy, and similarly L- shaped with 3-km- long 
arms, has been operating at similar times to LIGO, in 
particular in the second and third operating runs (2016–
2017 and 2019 to present). Both instruments will achieve 
design sensitivity in the coming years (TABLE 1). The  
long- awaited first discovery of GWs from a stellar mass 
binary black hole (BBH) merger (labelled GW150914) 
was announced by LIGO in 2016 (REF.4; FIG. 2). This was 
soon followed by a number of other BBH mergers 
detected both by LIGO and, with lower statistical sig-
nificance, by Virgo27. The observed black holes weigh 
up to several tens of solar masses, and have low spins. 

So far, despite intensive searches, no other messengers 
associated with BBH mergers have been detected, except 
for a possible GRB28 at the time of event GW150914.

Electromagnetic messengers. Except for BBHs, all the 
other sources detected with the above messengers had 
been previously extensively studied through their EM 
emissions at various wavelengths. Important examples 
of recent observations include those in the optical/
ultraviolet, X- ray and up to 150 keV γ- rays with the 
Swift satellite, and between 10 keV X- rays to ~TeV γ- rays 
with the Fermi satellite29 (FIG. 1), which detected a large 
number of GRB sources, AGN (including blazars), super-
novae and a diffuse cosmic γ- background. The ground- 
based air Cherenkov imaging telescopes, such as the Major 
Atmospheric Gamma Imaging Cherenkov Telescopes 
(MAGIC) (FIG. 1), the High Energy Stereoscopic System 
(HESS), the Very Energetic Radiation Imaging Telescope 
Array System (VERITAS)30 and the High Altitude Water 
Cherenkov Observatory (HAWC)31,32, which measure 
γ-rays in the 100 GeV to multi- TeV range are also very 
important for the study of these sources. The above have 
been amply supported by ground and space observations 
with multiple radio, infrared, optical and ultraviolet 
telescopes.

Joint multi- messenger results
Solar and supernova neutrinos and photons. The ear-
liest multi- messenger detections involved neutrinos in 
the MeV range. In the 1960s, a team led by Raymond 
Davies detected the electron neutrinos produced by 
the nuclear reactions taking place in the Sun, using a 
600 t tank filled with perchlorethylene (cleaning fluid) 
located deep underground in the Homestake mine in 
South Dakota, USA. This neutrino flux was confirmed 
by various other experiments, including the one led by 
Masatoshi Koshiba in the Kamioka mine in Japan. These 
discoveries earned Davies and Koshiba the Nobel Prize 
in Physics in 2002 (REFS33,34).

Another multi- messenger detection was that of neu-
trinos from a core- collapse supernova (SN 1987a). The 
neutrinos were produced in an inverse beta decay in 
which protons are converted into neutrons. The super-
nova neutrinos were detected by three different under-
ground experiments, Kamiokande in Japan, Baksan in 
the Soviet Union and Irvine–Michigan–Brookhaven  
in the United States35–37. This detection preceded by two 
hours the spectacular optical brightening characterizing 
the supernova.

Cosmic ray, γ- ray and neutrino background inter-
dependences. The measurements of the diffuse UHECR 
energy spectrum by the Pierre Auger Observatory estab-
lished a spectral cut- off above 1019.5 eV, compatible with 
what is expected from the GZK energy losses due to the 
cosmic microwave background photons3. Then, from 
2008, the Fermi satellite (following on previous work 
by the COS- B and other missions) measured a diffuse 
γ-ray background extending into the sub- TeV range38.  
In 2012–2013 IceCube discovered, with increasing 
amount of detail, a diffuse HEN background of astrophys-
ical origin at multi- TeV to PeV energies1,2. Currently, there  

Blazars
A type of active galactic 
nucleus where accretion to  
the central massive black hole 
leads to ejection of relativistic 
plasma jet pointing close to  
the line of sight to the external 
observer.

Air Cherenkov imaging 
telescopes
A steerable telescope 
measuring secondary optical 
photons produced by high- 
energy γ- rays impacting the 
upper Earth atmosphere.

Core- collapse supernova
The end result of the evolution 
of a star of mass 8 that has 
exhausted its nuclear fuel 
burning capacity, leading to  
the gravitational collapse of  
its inner core and the ejection 
of its outer envelope.

Gravitational waves

Cosmic rays Neutrinos

LIGO

Pierre Auger Observatory IceCube

MAGIC

Fermi

γ-raysγ-rays

Fig. 1 | Examples of current instruments observing cosmic messengers via the 
electromagnetic, gravitational, weak and strong forces. The Laser Interferometer 
Gravitational- Wave Observatory (LIGO) Hanford site in Washington, USA (Courtesy 
Caltech/MIT/LIGO Laboratory), the Fermi γ- ray space telescope (Credit: NASA), one  
of the Major Atmospheric Gamma Imaging Cherenkov Telescopes (MAGIC) telescopes 
situated at the Roque de los Muchachos Observatory on La Palma, Canary Islands  
(Credit: MAGIC collaboration and Robert Wagner), a schemaric of the Pierre Auger 
cosmic ray observatory in Argentina (Courtesy ASPERA/G.Toma/A.Saftoiu) and  
a schematic of the IceCube cubic kilometre neutrino detector in Antarctica  
(Credit: IceCube Collaboration).
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https://a3d3.ai
https://indico.cern.ch/event/1283970/


Final Remark

53

• Many existing and emerging opportunities in 
advancing our science results with ML/AI


• Was only able to highlight a few today


• Advanced data analysis techniques, real-time system 
improvement.


• Elegant solutions for individual cases —> towards 
foundational models


• Lots of Fun



Overlapping proton 
collisions



Programming FPGAs 

 


https://www.youtube.com/watch?v=iHg0mmIg0UU
https://youtu.be/iHg0mmIg0UU


Quantization

ap_fixed<width bits, integer bits>

0101.1011101010 

Scan fractional bits
Integer bits fixed to 6

Full performance 

at 8 fractional bits

Scan integer bits
Fractional bits fixed to 8

Full performance  
at 6 integer bits 

Integer Fractional
Width



Number of  
DSPs available

•DSPs (used for multiplication) are often 
limiting resource

◦maximum use when fully parallelized 
◦DSPs have a max size for input (e.g. 

27x18 bits), so number of DSPs per 
multiplication changes with precision 

• Compression with L1 norm penalty term: 
penalizes small weights

70% compression

Fast ML Workshop: real-time deep learning on FPGAs09.12.2019  3

Compression with parameter pruning
‣ Train with L1 regularization (down-weights unimportant 

synapses) 

Lλ(w) = L(w) + λ∥w∥1 ∥w∥1 = ∑i |wi |

Pruning (Network compression)

Removed



Trade-off Between Efficiency and Accuracy

58MIT 6.5940: TinyML and Efficient Deep Learning Computing https://efficientml.ai

Trade-off Between Efficiency and Accuracy

3

Storage

Latency Energy
Image source: 1

Accuracy
Image source: 2



Summary
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SCIENTIFIC ML CHALLENGES 3



Geometric Deep Learning for 
Particle physics

pileup

Elusive New Physics Footprint


Flavor: observed pattern, no 
underlying symmetry 

Collimated, low momentum, 
impossible to detect in 100 ns 

Graph Neural Network: explores the 
correlations between signal hits on top 
of background hits  

Extensions: Dark photon decaying to 
sub-GeV Electrons 

Model Architecture

6

• Build graph in  space. Connect the particles in the  cone. 

• Input features are the  , charge, and PUPPI weights for the nodes, and the , , 
and  between particles for the edges 

• Outputs are a weight between 0 and 1, representing the probability that the particle 
is produced from the LV. Also study the ‘Hybrid’ algorithm: 

            , where  
• Model architecture:

η − ϕ ΔR = 0.8
pT Δη Δϕ

ΔR

Final Score = β ⋅ GNN Output  + (1 − β) ⋅ PUPPI Weight 0 < β < 1 Δη, Δϕ, ΔR

charge, 

PUPPI weight

pT,

✤ Convolutional layer is the convolution on graphs. Here we use the gated model: 

               where  is the gate controlling the node feature updates 

                and ,  is the gate controlling feature passing from neighbor to the node 

✤ Also tested GraphSage (ArXiv:1706.02216) for the convolution, and compare the performances

hk+1
u = Gk

u ⋅ hk
u + (1 − Gk

u) ⋅ Mk
u Gk

u = Sigmoid(hk ⊕ Mk
u)

Mk
u = 1

N ∑
v

(G′ k
u,v ⋅ Mk

u,v) G′ k
u,v = Sigmoid(Mk

u,v)

Contrastive learning with 
efficient transformers for 
particle tracking 

Learn from data: 
semisupervised 
learning


Publications

https://arxiv.org/abs/2203.15823 
(JHEP and NeurIPS 2020AI4Science)


https://arxiv.org/abs/2201.12987 
( ICML 2022)


https://arxiv.org/abs/2210.16966 
(ICLR 2023 and NeurIPS 2022) 

Published as a conference paper at ICLR 2023

x

y
T

(a) ActsTrack

pileup

(b) Tau3mu

Unbranched
Alkane

Carbonyl
(c) SynMol

Protein

Binding
Site

Ligand

(d) PLBind

Figure 1: Illustrations of the four scientific datasets in this work to study interpretable GDL models.

pretable models in many scenarios, e.g., most applications in HEP, where data from real experiments
lack labels and models have to be trained on simulation data (Nachman & Shimmin, 2019). Here,
model interpretation is used to verify if a model indeed captures the patterns that match scientific
principles instead of some spurious correlation between the simulation environment and labels. Un-
fortunately, to the best of our knowledge, there have been no studies on interpretable GDL models
let alone their applications in scientific problems. Some previous post-hoc methods may be extended
to interpret a pre-trained GDL model while they suffer from some limitations as to be reviewed in
Sec. 2. Moreover, recent works (Rudin, 2019; Laugel et al., 2019; Bordt et al., 2022; Miao et al.,
2022) have shown that the data patterns detected by post-hoc methods are often inconsistent across
interpretation methods and pre-trained models, and may hardly offer reliable scientific insights.

To fill the gap, this work proposes to study interpretable GDL models. Inspired by the recent
work (Miao et al., 2022), we first propose a general mechanism named Learnable Randomness
Injection (LRI) that allows building inherently interpretable GDL models based on a broad range of
GDL backbones. We then propose four datasets from real-world scientific applications in HEP and
biochemistry and provide an extensive comparison between LRI-induced GDL models and previous
post-hoc interpretation approaches (after being adapted to GDL models) over these datasets.

Our LRI mechanism provides model interpretation by detecting a subset of points from the point
cloud that is most likely to determine the label of interest. The idea of LRI is to inject learn-
able randomness to each point, where, along with training the model for label prediction, injected
randomness on the points that are important to prediction gets reduced. The convergent amounts
of randomness on points essentially reveal the importance of the corresponding points for predic-
tion. Specifically in GDL, as the importance of a point may be indicated by either the existence
of this point in the system or its geometric location, we propose to inject two types of random-
ness, Bernoulli randomness, with the framework name LRI-Bernoulli to test existence importance
of points and Gaussian randomness on geometric features, with the framework name LRI-Gaussian
to test location importance of points. Moreover, by properly parameterized such Gaussian random-
ness, we may tell for a point, how in different directions perturbing its location affects the prediction
result more. With such fine-grained geometric information, we may estimate the direction of the
particle velocity when analyzing particle collision data in HEP. LRI is theoretically sound as it es-
sentially uses a variational objective derived from the information bottleneck principle (Tishby et al.,
2000). LRI-induced models also show better robustness to the distribution shifts between training
and test scenarios, which gives scientists more confidence in applying them in practice.

We note that one obstacle to studying interpretable GDL models is the lack of valid datasets that
consist of both classification labels and scientifically meaningful patterns to verify the quality of
interpretation. Therefore, another significant contribution of this work is to prepare four bench-
mark datasets grounded on real-world scientific applications to facilitate interpretable GDL research.
These datasets cover important applications in HEP and biochemistry. We illustrate the four datasets
in Fig. 1 and briefly introduce them below. More detailed descriptions can be found in Appendix C.

• ActsTrack is a particle tracking dataset in HEP that is used to reconstruct the properties, such
as the kinematics of a charged particle given a set of position measurements from a tracking
detector. Tracking is an indispensable step in analyzing HEP experimental data as well as particle
tracking used in medical applications such as proton therapy (Schulte et al., 2004; Thomson,
2013; Ai et al., 2022). Our task is formulated differently from traditional track reconstruction
tasks: We predict the existence of a z ! µµ decay and use the set of points from the µ’s to verify
model interpretation, which can be used to reconstruct µ tracks. ActsTrack also provides a
controllable environment (e.g., magnetic field strength) to study fine-grained geometric patterns.

2

https://arxiv.org/abs/2203.15823
https://arxiv.org/abs/2201.12987
https://arxiv.org/abs/2210.16966


First demonstration in large 
experiment data processing
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• As a testbed for SONIC-enabled 
deployment, we created a MiniAOD
demonstrator workflow
• Runs a refinement and slimming step 

of CMS data processing
• Full MiniAOD processing workflow 

typically run ~monthly

P. McCormack (MIT) - FastML 2023 8

Studying SONIC at scale

Mini-AOD production typically takes about 0.5 seconds 
per event on production grid nodes

[1702.04685]

• Inferences for three classes of algorithms were run through SONIC:
• ONNX-based jet tagger
• TensorFlow based missing energy calculation
• TensorFlow based CNN for tau lepton ID

• These algorithms consume about 10% of total workflow latency

P. McCormack (MIT) - FastML 2023 9

Studying SONIC at scale

First demonstration of integrating 
SONIC, with tests at Purdue CMS 
Tier-2 data center, paper just came 
out.

MiniAOD step of the CMS data 
processing: ML inferences 
consume 10% of the total 
processing time 

http://cds.cern.ch/record/2872973
http://cds.cern.ch/record/2872973
http://cds.cern.ch/record/2872973
http://cds.cern.ch/record/2872973


The Fast & Furious

4HSTD11, Okinawa   –   M. Garcia-SciveresDec. 12, 2017

Rate

Particles / Hits

LHC HL-LHC

* Store full time sequence of drops until trigger (not collect in a bucket)
* Can quantify rate as memory bits / area / time 

(note: no mention of pixel size)

Higher pileup, fine granularity 
detectors, advanced algorithms to 

capture rare new physics

The beams in the LHC are made up of 
bunches of protons, spaced seven meters 

(25 ns) apart, with each one 
containing more than 100 billion protons.



Search for Toponium with Dilepton Events

63

Dilepton channel: two leptons carry spin correlation information of the two top 
quarks, can be used for toponium and ttbar separation


Many methods have been studied in order to analyze Tevatron/LHC 2l ttbar 
events. [0603011.pdf,PhysRevLett.80.2063]


Toponium mass reconstruction: need good resolution near Mttbar threshold.

¥
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Missing  

transverse  

energy

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.80.2063%5D


SmartPixel
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Neuromorphic Approach: Processing of Pixel Arrays as 
Spikes with SNNs 

  
  
  

 

        
      

           
          

        

                  

              

 

        

   

    

            
           

Schuman, Catherine D., et al. "An evolutionary optimization framework for neural networks and neuromorphic 
architectures." 2016 International Joint Conference on Neural Networks (IJCNN). IEEE, 2016.

Smart Pixel Sensors 6

The shape of the charge deposited in the pixel array is sensitive to this position and to the

particle’s angle of incidence. The incident angle in the x� z plane is denoted by ↵, and by

� in the y� z plane. Due to the bending of charged particle tracks in the magnetic field, the

shape of the charge cluster also depends on the particle’s pT , which is highly correlated with

�. The shape of the cluster also depends strongly on its azimuthal position with respect to

the center of the sensor, which is denoted by the coordinate y0.

For a given cluster, the sum over pixel columns projects the cluster shape onto the

x-axis: this distribution is referred to as the x-profile. The sum over pixel rows, y-profile,

which projects the cluster shape onto the y-axis, is sensitive to incident angle � and therefore

to the particle’s pT . Two example clusters are shown in Figure 3 with the corresponding x-

and y-profile projections.

(a) (b)

Figure 3: Two example charge clusters and the corresponding x- and y-profile projections.

The color scale (common between the panels) represents the collected charge. Both clusters

have y0 = 2.3 mm, but di↵erent pT : (a) pT = 1.9 GeV, (b) pT = 135 MeV.

The mean y-profile cluster charge distributions for particles impinging near the center

of a sensor (�1 < y0 < 1 mm ) are shown in Figure 4a for three populations of clusters.

Clusters created by high pT particles (pT > 2 GeV) are represented by the black distribution,

while clusters created by low pT particles (pT < 200 MeV) are represented by red and blue

for positively and negatively charged particles, respectively. Due to the deflection of charge

carriers by the magnetic field (Lorentz drift), the cluster shape is not symmetric in �. For

a flat detector module that measures 16 mm in y, particles of similar momentum leave

markedly di↵erent cluster shapes at di↵erent y0 positions on the module. Figures 4b-c show

the average cluster shapes at the extreme edges of the module.

The cluster y-size is defined as the number of pixel rows in which non-zero net charge

has been deposited after 4 nanoseconds. The dependence of the cluster y-size on both the

charged particle pT and y0 is shown in Figure 5. The decrease in y-size from the left to right

edge of the sensor is due to Lorentz drift. In order to study the potential gain from timing

Smart Pixel Sensors 10

This model consists of one dense layer with 128 neurons and 2307 parameters.

Model 3: cluster y-profile with timing information. The third and most complex model

takes as input the cluster y-profile distribution at eight time slices (13⇥ 8 features) and the

y0 position (1 feature). The first eight time slices contain the most useful information, as

most charge deposition occurs at the beginning of the cluster time evolution. This model

uses a convolutional neural network (CNN) to pass a time-lapse picture of the cluster charge

to the network. The cluster y-profile inputs weree passed through two two-dimensional

convolutional layers (Conv2D), with 16 and 64 filters, respectively, using ReLU activations

to introduce non-linearity [20]. The shape of the kernels was 3 ⇥ 3, and strides was 1 ⇥ 1.

The output of the Conv2D layers was flattened and concatenated with the y0 input. This

was then passed through a dense layer with 32 neurons, and using dropout of 0.1. The final

model contains 83,331 parameters.

The classifier acceptance is defined as the fraction of clusters that the network selects

as pT > 200 MeV. A comparison of the three models in terms of the acceptance is shown as

a function of the true pT in Figure 6. Table 1 compares two figures of merit for each model:

• signal e�ciency: the fraction of clusters with pT > 2 GeV that are classified as high pT

• background rejection: the fraction of clusters with pT < 2 GeV that are classified as low

pT

Figure 6: Classifier acceptance as a function of pT for three models with di↵erent input

features. Positive and negative values of pT represent the performance on clusters initiated

by particles of positive and negative charge, respectively.

Model 1 (y-size and y0) has the simplest architecture and achieves the highest data

reduction rate. However, the information contained in only two features is insu�cient for

achieving a high signal e�ciency, and this model selects less than 85% of tracks with pT > 2

GeV. Model 2 (cluster y-profile) achieves an accuracy of 93.3% for tracks with pT > 2

Smart Pixel Sensors 11

Model Sig. e�ciency Bkg. rejection

Model 1 84.8 % 26.6 %

Model 2 93.3 % 25.1 %

Model 3 97.6 % 21.7 %

Table 1: Comparison of model performance in terms of signal e�ciency and background

rejection.

GeV, and remains su�ciently compact for implementation on-ASIC. The inclusion of timing

information in Model 3 achieves an additional 4% gain in the signal e�ciency and is the

most accurate overall. However, the extraction of time-sliced charge information presents

challenges to the chip architecture that merit further study but remain outside the scope of

this work. Model 2 is therefore chosen as the baseline model for hardware implementation.

3.2. Estimate of overall reduction in bandwidth

The full dataset that will be seen by our detector is a combination of the simulated dataset

described in Section 2.1, the untracked dataset described in Section 2.2, and the single

pixel clusters that are not associated with tracks. Due to the small pixel size, all simulated

clusters resulting from the traversal of a charged particle consist of at least two pixels. We

can therefore assume that single pixel clusters will be rejected out of hand.

The first column of Table 2 shows the expected contribution from each component

sample based on a 2022 CMS data run. The second column shows the fraction of clusters in

each sample that are rejected by the baseline model (Model 2 in Section 3.1). The fraction

of simulated clusters rejected is corrected to account for the CMS tracking e�ciency.

Fraction of dataset Rejection rate

Simulated tracks 40% 36.3%

Multi-pixel untracked 55% 61.9%

Single pixels 5% 100%

Table 2: Breakdown of the total dataset seen by the detector and the rejection rate achieved

on each subsample.

Because the classifier training is agnostic to the multi-pixel untracked dataset, we

consider the 61.9% rejection achieved on this sample to be a conservative lower bound.

Using this lower bound, the expected fraction of clusters rejected by the classifier is 53.5%.

Assuming that 100% rejection can be achieved on multi-pixel untracked clusters gives an

upper bound on the fraction of clusters rejected of 74.5%.

Charge clusters vary in size, and the size of the data read out per cluster is proportional

Efficiency of detecting particles 

with Pt > 2 GeV

https://physics.paperswithcode.com/paper/smart-pixel-sensors-towards-on-sensor


