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o Reconstruction and PID

Abstract
The Electron-Ion Collider (EIC), a state-of-the-art facility for studying the strong force, is expected to begin commissioning
. its first experiments in 2028. This is an opportune time for artificial intelligence (AI) to be included from the start at this
(@) I nfra St rU CtU re a n d F rO n tl e rS facility and in all phases that lead up to the experiments. The second annual workshop organized by the AI4EIC working
group, which recently took place, centered on exploring all current and prospective application areas of Al for the EIC. This
workshop is not only beneficial for the EIC, but also provides valuable insights for the newly established ePIC collaboration
1 at EIC. This paper summarizes the different a s and R&D projects covered across the sessions of the workshop and
© Strea m I n g Re a d O Ut provides an overview of the goals, approaches and strategies regarding AI/ML in the EIC community, as well as cutting-edge
techniques currently studied in other experiments.

O Co m m u n ity Effo rts (Tuto ri a I S , H a Ckath O n S Keywords Artificial Intelligence - Deep learning - EIC - ePIC - Machine learning - QCD - Physics
and Outreach in general)

https://eic.qi
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rZE4EIC Workshop Dec 2023, CUA

e More than 40 contributors, great talks! Thanks a lot to all the speakers!
Sessions:

Al/ML for ePIC and Beyond

Calibration, Monitoring, and Experimental Control in Streaming Environments
AI/ML for Accelerators

AI/ML for Data Analysis and Theory

Foundation Models and Trends in Data Science

AI/ML in Production, Distributed ML

O O O O O O

Tutorials: Continual Learning, Reinforcement Learning

e ~150 registered participants. Average attendance of 50+, with 30+ in
person in the first 2 days and in the morning session

e Thanks also to the advisory committee, conveners and speakers.
Many talks presented novel methodologies and were extremely
engaging!

https://eic.ai/workshops
https://eic.ai/community



https://eic.ai/workshops
https://eic.ai/community
https://eic.ai/workshops

IE)me Key points _I

e Important opportunities for Al in the new EIC (Al/ML for accelerator applications,
new capabilities offered by Foundation Models, Language Models, etc.),

e In the discussions identified the need to have common requirements for data
feature extraction, testing — Benchmarks

o This could be a session in the next workshop
o As well as on Uncertainty Quantification

e There are many interesting projects currently supported by DOE. Presence of
DOE PMs during AI4EIC.

e During the workshop, participants from universities, national labs, and industry:
diverse community strongly interested in Al for the EIC science

e There is a large span of technical areas and Al is a common foundation for it

I https://eic.ai I
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raatlook

e There is interest in organizing the next AI4EIC event in Europe (targeting
spring/summer 2025). This would be the first time outside the US

e |t has been highlighted the uniqueness of EIC, as it is likely the only new collider in the
US for many decades

e Many ideas have been proposed in the second AI4EIC workshop at W&M in 2022.
Since then, we now have DOE-funded projects on Al/ML for EIC and NP in general!

e Now we are at the stage were we review/look at all these efforts together and start
identifying commonalities and where the different projects can benefit from each other
and enhance each other. AI4EIC is of course the important forum for that too.

e Next workshop might further explore synergies and work towards quantifying common
requirements/needs — AI4EIC brings diverse backgrounds together, fostering new
ideas and opportunities

I https://eic.qi
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Proceedings of 2nd AT4ETIC Workshops

AI4EIC published a total of 13 proceedings this year

Performance optimization for a scintillating glass electromagnetic calorimeter at the EIC, J. Crafts et al 2024 JINST 19 C05049
Real-time charged track reconstruction for CLAS12, Gagik Gavalian (on behalf of the CLAS12 Collaboration) 2024 JINST 19 C05050
Object condensation for track building in a backward electron tagger at the EIC, S. Gardner et al 2024 JINST 19 C05052

Photon classification with Gradient Boosted Trees at CLAS12 ,G. Matousek and A. Vossen 2024 JINST 19 C06006

Normalizing flows for domain adaptation when identifying A hyperon events, R. Kelleher and A. Vossen 2024 JINST 19 C06020
Al-assisted detector design for the EIC (AID(2)E), M. Diefenthaler et al (on behalf of the AID2E Collaboration) 2024 JINST 19 C07001
Towards a RAG-based summarization for the Electron lon Collider, K. Suresh et al 2024 JINST 19 C07006

Bayesian Neural Network Variational Autoencoder Inverse Mapper (BNN-VAIM) and its Application in Compton Form Factors Extraction
(accepted for publication), Y. Li et al (on behalf of the EXCLAIM Collaboration)

Beam Condition Forecasting with Non-destructive Measurements at FACET-II (accepted for publication), M. Kilpatrick et al.

Particle identification with machine learning from incomplete data in the ALICE experiment (accepted for publication), M. Karwowska et al.
(on behalf of the ALICE Collaboration)

ML-based Calibration and Control of the GlueX Central Drift Chamber (accepted for publication), T. Britton et al.

Hydra: Computer Vision for Data Quality Monitoring (accepted for publication), T. Jeske et al.

Physics Event Classification Using Large Language Models (accepted for publication), C. Fanelli et al.

10PSClence Q  Journals » Books

2l Journal of Instrumentation

Artificial Intelligence for the Electron-lon Collider

December 1, 2023

https://eic.qi/ai-ml-references
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[Eézz Hackathon: CHEP Proceeding published

e Already presented in the past Hackathon

EICUG Meeting e s

\ Advisory and problem definition:
‘/4 \ Computing resources: Eric Walter (William & Mary, IT)
-

o Talk on this experience &
accepted at CHEP23 : ! o https://zenodo.org/record/7197023 p?],f,’ll'ﬁfl A 94%

Problem 2

(CO”aboratlon , m, K datasets Problem 3 | r«:u"r.'

e News:

. . _ Solutions:
Reinterpretation, Trsding vt | 15 Ml Brets | Wk ingonioBld (- LOT) | e JINR: CatBoost, https://catboost.ail
Theta 0 20° r 0. Problem 1 e Jets: 2D CNN

Outreach and

The best solutions were all Machine Learning/Deep Learning-based, they

towards deeply learning the identification of particles reconstructed with
the dual-RICH, these exploratory studies clearly indicates the potential of
ML/DL approaches for reconstruction and PID.

Phi ¢ [ | at Interaction Point (0, 0, 0)

Ed u Cati O n ) Tr:ilning ]i}vonts [ 3 Millic n mes | \\'itil Magnetic Il;i.‘\ld (EJ« ‘1’3“1‘» } ot Gulia Griginal and they oltperforied eolifions based o Ciaetical
| Momentum | lo-—20GeV/c | at ‘mteraction Yoint (0, 0,9) | * approaches (followed by some teams). While this is only a first step
Theta 6| nteraction Point (0, 0, 0) | [EALLSIIPRE
|

O Praoceedina niihliched *Problem 3: addition of noisy hits
EP] Web of Conferences

EPJ Web of Conf.

Volume 295, 2024

26" International Conference on Computing in High Energy and Nuclear Phy:
08004

8

Collaboration, Reinterpretation, Outreach and Education

Published online

https://doi.org/10.1051/epjconf/202429508004
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r5623 Hackathon: Problem

The LLM problem: Participants are tasked with developing a machine learning (ML) model for
a classification problem of experimental physics using only an LLM (ChatGPT) interface. The
scope of the hackathon is to evaluate the following.

1. LLM for Code Assist: Creating the scripts necessary to build a machine learning model for

binary classification with limited dataset information by using a Language Model (LLM) and
making use of its responses.

forward drift
chambers

2. Few-Shot Prompting: Constructing the best-performing ML model for binary classification
task while minimizing the number of total number of prompts used.

central drift
mber

b\ ch:
|
G superconducting
agn

| e

e Simulated data from GlueX/Hall D \ -
m 65cm = N 1"

e Photon/neutron identification in the barrel calorimeter (BCAL) g;"y o o

BCAL top half cutaway

(A) -
(B)

e Goal is increase distinguishing power, based on shower profile
features

* Problem 1 - Full phase space coverage. High degree of separability.

* Problem 2 - Reduced phase space coverage. Lower degree of separability.

https://arxiv.org/abs/2404.05752 (accepted on JINST) - Physics Event Classification Using Large Language Models


https://arxiv.org/abs/2404.05752

2023 Hackathon: Rules

Participants could only use the provided custom Chat interface built for this hackathon to
interact with ChatGPT3.5. This interface served as the primary platform for participants to
formulate queries and receive responses from ChatGPT, allowing seamless interaction with
LLM throughout the hackathon.

Furthermore, participants did not have direct access to the datasets; this restricted partici-
pants to train the network elsewhere other than the provided infrastructure and could assess
submissions on equal footings.

Participants did not have access to any editors or could edit the code snippets provided by

ChatGPT3.5. Participants were even forced to use ChatGPT to install libraries to run code

snippets.

Finally, to minimize the total number of prompts needed to build the model, all chat interac-
tions were broken down into sessions. Each chat session had a fixed conversational history
beyond which the chat session would restart.

It has been shown that “in-context learning" improves LLM performance [2]. To facilitate
this feature, participants were provided with the option to set the ‘session context’ at the start
of each chat session.

https://arxiv.org/abs/2404.05752 (accepted on JINST) - Physics Event Classification Using Large Language Models
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r5623 Hackathon: Infrastructure

Compute resources:

[Supported by Dept. Data Science and HPC Research Computing at W&M] Web Application

° Users were instructed to form teams of up to four

A10G GPU, 8 cores, 32 GB of RAM and 450 GB of r Nan statistics. U
disk Password AW Node No login Required pde

Run evaluation and

.. . . . /login /leaderboard /submit

participants, in which each team member received S ‘ : ‘

their own AWS g5.2xlarge instance with a single Nvidia eam Nam Returi Display real time ‘ Provide file path of
results.csv

leaderboard update scores

° The user interface was built using the Streamlit
platform, specifically built for LLM interfaces. The
application was hosted on an AWS c5.24xlarge, where , /chatGPT
users could access the website using the provided
URL Start Chat Session

AWS EC2 Node #

R = S o No Read Write
N s at with Open: :
Session Name ‘ o s - SFTP  access in nodes,
Session Context Each Interaction avoid modifications

| recorded in trubrics - o Train the ML model

® Run test script for
submission

httos://qithub.com/aideic/AlI4EICHackathon2023-Streamlit
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r5623 Hackathon: Outcome

Results: Participants Exceeding Expectations The participants and their Al-assisted coding |-

Welcome to the AI4EIC Hackathon 2023. Navigate to the different pages of the hackathon.
strategies greatly exceeded our expectations in the second problem. Internal tests prior to the .-----
1o Jets3 E§ 99935 99777

hackathon indicated an expected accuracy of around 92%, under the same constraints as the
199.712

participants, but with prior knowledge of the data set. We requested ChatGPT to provide us with a
syntactically correct program, deploying an under-sampling technique to combat imbalanced data,

Small o Mat Srewe

20 Language o+ Vil Mdwl 99928 9977 199.698
a basic XGBoost [9] decision tree, and a performance analysis as a function of decision boundary HER
placement in the validation set to find the optimal threshold of the model. Remarkably, all teams - :;%EET; - :Ea oosin | oo Fiosros
and participants managed to greatly exceed this score with unique solutions. In fact, all teams S| o=
submitted scores approaching > 99% and are within statistical error. The final decision came down 41 s Brainet 99919 | 99756 | 199675

to the combination of the minimum number of prompts to obtain their result and the time submitted

99.918  99.614  199.532

in which the “Jets’ team emerged victorious. Their strategy involved a CatBoostClassifier [10] S Messed Ups
coupled with a hyperparameter optimization technique, all of which were directly accessed via

6 EPSCI o Dwidlerecs 99917 | 99.613  199.531

concise commands to ChatGPT.

e The hackathon included educational outreach for Nuclear and Particle Physics researchers, scientists, and
practitioners, raising awareness of LLM capabilities.

e LLMtools like ChatGPT are often key contributors to completing ML tasks, providing detailed code explanations and
increasing productivity.

e Saved metadata amounted to a total of 752 prompts between 19 unique users during the 8-hour period of the
hackathon and will be subject to study



1 (no/min) to 5 (yes/max)

2023 Hackathon: Survey Survey: 5

Total hackathon participants: 20+

1. Have you used ChatGPT before? 3. If you haven't used ChatGPT as a coding assistant in the past, how likely

(%)

are you to use it after your Hackathon experience?

2. How relevant and helpful is ChatGPT for 4. What is your main takeaway from this hackathon?

ChatGPT can be a very powerful tool for coding. Brief but precise prompts tended to produce the best results.
you r everyd ay Work? I am shocked that ChatGPT did such a good job at picking ML algorithms for classification problems without
a-priori knowledge of the data those algorithms would be using.

ChatGPT generates valid programs with much higher rate than | expected

Inspiration

Having never used ChatGPT before, honestly my biggest takeaway was just learning how to use ChatGPT to
get reference code snippets!

How much chatGPT can do when it comes to suggesting ideas for how to solve problems with Al and how to
implement that solution. Since the hackathon | have used chatGPT to help in my own work and will continue
to do so.




1 (no/min) to 5 (yes/max)
I 2023 Hackathon: Survey Survey partcipans: 7

Total hackathon participants: 20+

e Any overall feedback for the event?

Thanks again to organizers. Please keep arranging these hackathons at conferences.
Was a great event! Many thanks to the organizers.
will be happy to host the same hackaton in my institute soon

This was great!! | had a blast and learned a lot!

If possible | would like access to the training data sets and test data set with answers - my supervisor
teaches machine learning to undergraduate students and was very interest in taking a look at this and

potentially setting something similar for his students.

How satisfied were you with the hackathon?

s mEe mEs EENA Satisfaction for
the built infrastructure

The web app The submission mechanism Scoring criterion




I?opical Meeting: RAG-based Summarization _I

External (ALl Why LLM based summarization?
Knowledge™

e Increased contextual understanding posed by

Why a summarization tool? LLM
e Enhanced information retrieval and faster
Ease of retrieving up to date information on topics. decision making.
Extremely useful for new collaborators and especially
students. The requirements?
e Large Scale Experiments o< Size of document o
database. Should be free of hallucinations.

Should unfold all contexts using short prompts
Provide up to date information without “being”
constantly trained

EICUG > 1400 physicists, 240

instifutions and 38 countries.... Indico: https://indico.bnl.gov/event/24262/
Paper: Suresh et al,, DOI 10.1088/1748-0221/19/07/C07006
Repository: https://qithub.com/aideic/EIC-RAG-Project
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A

so an Ongoing HEP Effort

during ATL

up and relevant sub-Working

ATLAS Publication Committee Mandate  0.586

No Description A

Similar sources

ChATLAS

Guidelines for Paper Submission

You can find below the guidelines for the preparation of your paper for its submission to the j.

Similar sources

Heavy lon Analysis Review Guidelines

page provides guidelines for analysis review and approval steps within the Heavy lon PA gr..

BN...cc.... ETTTH PR 1, Lovisiana rec

Criteria with labols

ingalo fun building this thing from scratch, but if t!
MmMmunity k fo \ s, it uld n

Talk ot AI4EIC-2023
An Al Assistant for the ATLAS Collaboration



https://indico.bnl.gov/event/19560/contributions/83300/attachments/51306/87732/Chatlas%20Overview.pdf

IThe ongoing AI4EIC Project:
Retrieval Augmented Generation using LLM pipeline

o The Objective — Summarization tool with “relevant

I A pilot study — Ingestion citations” for within EIC.

e Framework built has to be scalable and fairly automated

Data loading

200 recent ArXiv publications
Source files and PDFs

- Hugging Face

Response
Template ‘ 4 ChatGPT3.5 \

Talk ot AI4EIC-2023
A Large Language Model-based Assistant for the Electron lon Collder

I

B
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[?Be ongoing AI4EIC Project:

RAG application and evaluation

Repository: https://qithub.com/aideic/EIC-RAG-Project
Web-Application: https://rags4eic-aideic.streamlit.app/

& © O B ntips//ragsdeic-aideicstreamlitapp/RAG-ChatBot Tk [ IS

I Classic Metrics

X

AI4EIC - RAG QA-

AI4EIC-RAGASAEIC A o o Ch B 2
Login or Signup i 4E I C at Ot
RAG-ChatBot
Generate Questions
@ Whatare the polarization parameters used to study J/y polarization in SIDIS at large PT?
Select VecDB and Properties Py Source Citation Frequency = Total queries]
Gathering info from Knowledge Bank for this query... N » TNumber of hallucinations|
Hallucination Frequency — e ———
Vector DB
Hello! Here are the polarization parameters used to study J/y polarization in SIDIS at large PT:
PINECONE v
* The study of J/p polarization in large-PT semi-inclusive deep-inelastic scattering (SIDIS) at the Electron lon Collider (EIC) can help in getting RAGAS LLM b H
- ased evaluation
RetrievalMentc i i the J/ formation ism, both at large z (high- and low-energy set-ups) and as a function of PT (at large energy)[1A].
PRTTR * Future measurements of transversely polarized A /Ain SIDIS will potentially allow us to gain further insights and to distinguish between R ——
Co=es Tt i Metric Name Definition Score
different scenarios, ibuting to the ing of the J/g ization in SIDIS at large PT[2/]. L
R raction of correctl )
Maxk 1 hope this helps to answer your question. aithfulness R X 87.4% + ¢
1 response in the markdown format
1. http://andv.org/abs/2301.11 slevancy of the retrieved conte
3 120 of the ved context X
2 e ; 1 g 61.4% +
Select Vector DB

Measures releve

to the retrieve;

Measures corr

[ ] generated answer to the idea response

Check out the full trace of the pipeline in langsmith

Talk ot AI4EIC-2023

A Large Language Model-based Assistant for the Electron lon Collder
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https://github.com/ai4eic/EIC-RAG-Project
https://rags4eic-ai4eic.streamlit.app/

rﬁ;xt Events: Streaming Readout & AT4EIC

e Streaming Readout Workshop + AI4EIC - Tokyo, December 2 - 4, 2024

and collat

H 5K

(; ’ THE UNIVERSITY OF TOKYO

https://indico.bnl.gov/e/SRO-XII
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IVext Workshop (abroad) 2025 _I

e There is growing interest in organizing the next AI4EIC
workshop abroad, with discussions already underway
with international institutions.

e This reflects our commitment to fostering global
collaboration and sharing cutting-edge developments in
Al and EIC research with a broader audience.

e We believe that holding the workshop in a vibrant
international venue will not only enhance the diversity of
perspectives but also provide unique opportunities for
networking and partnership building.

https://www.eicug.org/content/map.html

e The venue details are currently being finalized, and we
look forward to announcing the location soon. Stay
tuned for updates on this exciting development.

I https://eic.ai/events I
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[B] ROV RO[O[0PAFAS] NP held a one-day roundtable on “Machine LLJl'lHnL and Artificial Inl»llmcnu lm NP
° - anuary 3 2 o
i ’ el fNP f dd a on on the
a C 2 S cd e at: Research/ai.

An NP community wo t TINAF in March of 202 arch
upponumuu in Al/ ML an NP \,()mmuml\ Lompu in September
combination of

hlgh pertormance c

2022, an Al for was held to address how Al might wnlnbule to advance research,
design and opera ure EIC. More iformation on these workshops and meetings can
be found in the Reference section below.

e Active Engagement and Events
o  Organized the third successful workshop (+tutorials and hackathon) in December 2023 and planning a joint
event with Streaming Readout in December 2024.
o  AI4EIC workshops have become a pivotal venue in the NP community, recognized by federal agencies in their
Funding Opportunity Announcements.

° Successful Hackathon Events
o AI4EIC Hackathons have achieved remarkable success, fostering innovation and collaboration.

e Promoting AlI/ML Literacy
o  Continued efforts to enhance Al/ML literacy within the EIC community, resulting in:
m 13 proceedings published this year.
m 2 hackathons documented in peer-reviewed papers.
m 1 community paper on Computing and Software for Big Science.

e Topical Meetings and Innovative Projects
o Initiated topical meetings on cutting-edge topics and projects, actively involving the AI4EIC community.
o  For more details, see the repository on RAG-based summarization project.
o  Other meeting announced soon (topic UQ)

e  Future Plans
o  Planning a new workshop and hackathon outside of the US, in collaboration with international partners.
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