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u SPADI-Alliance has been formed in 2021 
by nuclear physics community in Japan to 
realize streaming DAQ at many facilities. 
u RIBF, RCNP, J-PARC, RARIS, … 

u >120 researchers, 21 institutes 

u Synergies with EIC, ALICE, 
and HEP experiments (Belle2 and ATLAS) 
u Joint meeting with SPADI-A/Belle2/ATLAS 

last week. (https://kds.kek.jp/event/51025)

RIBF@RIKEN RCNP, Osaka

J-PARC@JAEA/KEK RARIS, Tohoku

https://kds.kek.jp/event/51025
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u 7 working groups
u FEE, timing distribution, streaming DAQ framework, 
uOnline processing (including hardware accelerators, AI/ML)
uUI, Computing, Packaging, Offline Analysis



WG1: ASIC and FEC 5

u ASIC and FEC development (supporting streaming readout)
uMany types of FECs for MPPC, gaseous detectors, Si readout, FADC, TDC, … 

Gas chamber ASD 
AGASA ASIC (16ch)

MPPC ASIC Board 
YAENAMI ASIC (8ch)

SAMPA chip board 
“SAMIDARE”

High resolution 
FADC MIRA
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u SPADI-Alliance has been developing 
the streaming DAQ framework.

u NestDAQ (network-based streaming DAQ)
u overall management of dataflow and control 
u FairMQ

uZeroMQ as process communications 
u One to many, many to one communication 
u Message queue works as a data buffer. 

u Redis (key-value based DB) 
u Memory-oriented and fast response
u Key-space notification 
u Pub/Sub →It can be used for control. 



WG3: nestDAQ 7

u nestDAQ process structure 
u FairMQ Plugins 



WG3: nestDAQ 8

u Example of Topology (tested 2023.7 at RCNP) 

AMD Ryzen 9 3900XT 12-Core 
Processor @ 3.8GHz
Memory 128GB

Intel(R) Xeon(R) CPU E5-2697 
v2 48 Core @ 2.70GHz
Memory 240GB
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u Corresponding topology configuration (to be stored in Redis)
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u Other supported features
uDataflow branch (probe port)

uThe data can be streamed 
separately for monitoring (ex)

u File re-player 
uprocess the data again in the same 

sequence as it was taken 

uMandatory for developing Filter logic 
and benchmarking



Web-UI 11

SlowDash is a web-based visualization tool for controls, monitoring, histograms & graphs, analysis scripting, alarms…
https://github.com/slowproj/slowdash

https://github.com/slowproj/slowdash
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u Testbench of streaming DAQ development at J-PARC 
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u Subset of E50 detectors in the Testbench (MARC T103)
E50: Charmed baryon spectroscopy 



Frond-End Electronics 14

u Total channel ~ 4200 ch
u MPPC (Fiber tracker) ~ 2304 ch (18 AMANEQ)

u CIRASAME (ASIC: CITIROC) + AMANEQ (DC mezzanine)
128 ch Low-resolution TDC (DTLSB ~ 1 ns) 

u Timing detector (T0, TOF) ~ 128 (2 AMANEQ)
u Amp/PMT+Discriminator + AMANEQ (HR-TDC mezzanine)

64 ch High-resolution TDC (DTLSB ~ 20 ps) 

u Drift chamber  ~ 1920 (15 AMANEQ) 
u ASAGI(ASD) card + AMANEQ (DC mezzanine) 

ASDcard32ch→TDC128ch Low-resolution TDC (DTLSB ~ 1 ns)

u Streaming TDC
u Leading edge & Time-Over-Threshold(TOT) 
u Both Leading & Trailing edge: Selectable 
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u Timing synchronization: Heartbeat
u 525 µsec period

u MIKUMARI system (based on AMANEQ)

25 ps timing resolution including the synchronization precision.

R. Honda et al., PTEP, ptab128, 
https://doi.org/10.1093/ptep/ptab128

https://doi.org/10.1093/ptep/ptab128


DAQ nodes 16

u nestDAQ configuration
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4 process
512usec x 4 = 2ms

8 process
512usec x 8 = 4ms



Online filters 19

done

Next
(re-play)
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u Multi-PC setup (2:1:1, 2:2:1) and stress tests with >10Gbps
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u Waveform digitizer (FADC) in nestDAQ
u Log collection and display
u (Sub)Time-frame building

u incomplete (Sub)Time-frame building
u Dynamical plug-in/out for auto-recovery

u Adequate data discarding to reduce back-pressure
u Online filtering using accelerators (GPU, FPGA)
u Toward more large-scale system 

u Performance evaluation/validation 
u Distributed DB
u Load balancer/scheduler 

uRound-robin or centralized system?
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u Development of nestDAQ for ePIC
u + Interface with DAM and GTM
u + Interface with SC system and DB
u + Interface with Calibration and EICRecon framework 

u Japan is making budgetary requests to MEXT.  If all goes well, 
u Increase human resources to work on streaming DAQ and computing for ePIC. 
u Purchase some computing nodes behaving as echelon0, echelon1, and 

echelon2, install them in BNL, and build vertical-slice setups to test full chains. 
u ~5 persons will be in BNL (or JLab) and work on developing and implementing 

streaming DAQ framework with BNL and JLab teams and work on testing full 
chains using vertical-slice setup. 

u In Japan, we will start working on echelon2. 
u Distributed online computing system (RIKEN-Tokyo-Osaka)



Summary 23

u We keep developing streaming DAQ software. 
u Testbench system at J-PARC 

u Implementation of nestDAQ in BDX experiment at JLab (Marco) is under discussion.

u Further developments will be planed to guarantee the scalability of the system. 

u Several plans under considerations to contribute to ePIC (depending on budget…)

u Next Streaming Readout workshop will be held in Tokyo from 12.2 – 12.4. 
u Joint session with AI4EIC to discuss implementation of AI-based technologies in 

streaming readout.

u We greatly welcome your coming! 
https://indico.bnl.gov/event/24286/

https://indico.bnl.gov/event/24286/
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Streaming DAQ and computing 26

• DAQ commissioning and studies
• All FEE operation: AMANEQ HR/LR-TDC, CIRASAME, MIKUMARI
• Operation of NestDAQ with full processes

• ~100% efficiency and stable operation @ ~1 M/spill beam 
flux

• Averaged data rate during 4.2 sec. spill: 100-130 MB/s (2 
HDD writing by RAID0)

• Monitoring using SlowDashScaler readout from RBCP
• Implementation of High-level FilterTFB→Event

building→Filter→Sink
• Data-taking PC configuration flexibility test

• 1PC → 2PC×2PC×1PC configuration
• High data-rate test

• Envelopment of ~20 Gbps data rate from FEE modules

• Discussion ongoing to deploy the nestDAQ at JLab (BDX 
experiment – Marco Battaglieri)
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