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Links to the meetings

Links to the agendas of various meetings
• LHCOPN/ONE UVic Oct, 2023 https://indico.cern.ch/event/1280363/

• HEPiX UVic Oct 2023 https://indico.cern.ch/event/1289243/

• WLCG Management Board Oct 2023 https://indico.cern.ch/event/1225423/

• DC24 Workshop Nov 2023 https://indico.cern.ch/event/1307338/

• Pre-GDB Nov 2023 https://indico.cern.ch/event/1225131/

• GDB Nov 2023 https://indico.cern.ch/event/1225118/

• WLCG DOMA General Dec 2023 https://indico.cern.ch/event/1350973/
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LHCONE/OPN
• CERN to ESnet

• Connected by 2x400 Gbps in addition to the routes to/from London and Amsterdam
• Used by BNL, FNAL and LHCONE (Tier2s)

• BNL to ESnet
• Will be connect by 2x400 Gbps on Dec 19, 2023
• Used by LHCOPN and LHCONE

• Dune joined LHCONE (Sept 2023)
• WLCG, US ATLAS/CMS, Belle II, Pierre Auger Observatory, NOvA, XENON, JUNO, DUNE
• How to control the exposure to different VOs

• Multi VO VPNs.  Very complicated

• VO tagging 

• Development
• NOTED

• SDN with FTS 

• Packet marking & pacing
• SENSE

• VPN with RUCIO and QoS 
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NOTED

5

NOTED: An intelligent network controller to improve the

throughput of large data transfers in File Transfer Services by handling dynamic 

circuits



Rucio/SENSE
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IPv6
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Storage

BNL

IPv4

IPv4

Worker nodes

At BNL

The testing of dual stack worker nodes has 

just begun.

• Tests all clients: Panda, Rucio, CVMFS, 

etc… 

• Run production jobs.



Data rate during the last 6 months
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BNL last 6 months

BNL last 1 week

LHCOPN/ONE  last 6 months

At BNL

Average:  20~30Gbps 

Maximum:  over 

100Gbps regularly 

BNL: 2x100Gbps --> 2x400 Gbps Dec 19, 2023 



DC24
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The target rate is well within the commonly 

observed rate seen at BNL as shown earlier. 



US ATLAS Network Testing
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November pre-GDB
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• Topical meeting on Tape Evolution organized by Alastair 

Dewhurst, et. al. and held at CERN on Nov. 7th

• ~25 participants in person, ~35 on Zoom

• Reports from sites, storage software providers, and 

industry (recordings uploaded)…including Data Carousel 

update (Xin) and BNL Site Report (Shigeki) 

• Some highlights:

• New drives and media from IBM (the last remaining 

company that develops tape technology)

• 50 TB tapes (Strontium Ferrite), 400 MB/s read/write 

(as previous generation)

• More stringent environmental specs (humidity)

• Roadmap will continue exponential capacity increase

• Adding archive metadata to CTA and porting to Alma 9

• dCache-CTA integration with upcoming deployments

• Extensive update on Storm Tape-REST API plus 

migration to the new INFN-CNAF Data Center

https://indico.cern.ch/event/1225131/
https://indico.cern.ch/event/1225131/contributions/5587375/attachments/2747959/4782099/Future of Tape - Spectra.pdf
https://indico.cern.ch/event/1225131/contributions/5587341/attachments/2746919/4781218/presentation.pdf
https://indico.cern.ch/event/1225131/contributions/5587452/attachments/2747614/4781477/archival-storace-dcache-v2.pdf
https://indico.cern.ch/event/1225131/contributions/5587454/attachments/2747666/4781495/StoRM Tape status - PreGDB 2023-11-07.pdf
https://indico.cern.ch/event/1225131/


INFN – An audience with the Pope

Source: A. Dewhurst pre-GDB Summary Talk
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https://indico.cern.ch/event/1225118/contributions/5657183/attachments/2748674/4783629/TapePreGDBSummary20231108.pdf


Tape Summary (2023)
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Tape Media: LTO or Enterprise

CERN, RAL IN2P3 SARA NDGFFNAL, PIC, JINR Triumf CNAF
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Source: A. Dewhurst pre-GDB Summary Talk

https://indico.cern.ch/event/1225118/contributions/5657183/attachments/2748674/4783629/TapePreGDBSummary20231108.pdf


November GDB
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• Monthly meeting of the WLCG Grid Deployment Board

• Summary talks on HEPiX, DIRAC & Rucio Workshop, CERN 

School on Computing Security, and Tapes pre-GDB

• Presentation of results from the 2023 survey on GPU usage

Integration of GPUs in WLCG, J. Flix

https://indico.cern.ch/event/1225118/
https://indico.cern.ch/event/1225118/contributions/5657180/attachments/2748364/4783025/20231107_GPUs_in_WLCG.pdf


November GDB
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• Monthly meeting of the WLCG Grid Deployment 

Board

• Summary talks on HEPiX, DIRAC & Rucio 

Workshop, CERN School on Computing Security, 

and Tapes pre-GDB

• Presentation of results from the 2023 survey on GPU 

usage

• Nice talk on new features in CVMFS 2.11

• Few new features, but improvements in logging 

and performance, as well as bug fixes

• Interesting collaboration with Jump Trading (new 

“streaming” cache manager mode bypassing 

cache except for catalog)

• Numerous improvements coming to 

unpacked.cern.ch in CVMFS 2.12

CVMFS 2.11 - Improvements and Outlook, V. Volkl

https://indico.cern.ch/event/1225118/contributions/5657179/attachments/2748378/4783052/2023-011-08-CVMFS-GDB.pdf
https://indico.cern.ch/event/1225118/contributions/5657179/attachments/2748378/4783052/2023-011-08-CVMFS-GDB.pdf


HEPiX Autumn 2023
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The HEPiX forum brings together worldwide information 

technology staff, including system administrators, system 

engineers, and managers from High Energy Physics and 

Nuclear Physics laboratories and institutes, to foster a 

learning and sharing experience between sites facing 

scientific computing and data challenges.

• Oct. 16-20 at Univ. of Victoria

• ~70 attendees, plus over 40 online

• Co-located with LHCOPN/LHCONE 

• Presentations organized along seven 

tracks, all plenary (SDCC Site Report)

• “A workshop, not a conference”

• Four invited talks on local projects
• The Digital Humanities - Open Social 

Scholarship

• Ocean Networks Canada - 

Multidisciplinary Data from the Deep

• The P-One ocean-based neutrino 

detector 

• Scaling Digital Research Infrastructure 

for SKA Astronomy in Canada

• A few vendor presentations from Weka 

DDN and Hypertec

• Discussion on future of Linux distros

https://www.hepix.org/
https://indico.cern.ch/event/1289243/contributions/5603317/attachments/2735174/4756051/BNL%20Site%20Report%20(HEPIX%20Fall%202023).pdf
https://indico.cern.ch/event/1289243/contributions/5606901/attachments/2734242/4753969/Digital%20Humanities%20@%20HEPIX.pdf
https://indico.cern.ch/event/1289243/contributions/5606901/attachments/2734242/4753969/Digital%20Humanities%20@%20HEPIX.pdf
https://indico.cern.ch/event/1289243/contributions/5603319/attachments/2736748/4759375/ONC.pdf
https://indico.cern.ch/event/1289243/contributions/5603319/attachments/2736748/4759375/ONC.pdf
https://indico.cern.ch/event/1289243/contributions/5606900/attachments/2736927/4761020/HEPIX_P-ONE_Robertson.pdf
https://indico.cern.ch/event/1289243/contributions/5606900/attachments/2736927/4761020/HEPIX_P-ONE_Robertson.pdf
https://indico.cern.ch/event/1289243/contributions/5606902/attachments/2737763/4761408/HEPIX_astro_computing.pptx.pdf
https://indico.cern.ch/event/1289243/contributions/5606902/attachments/2737763/4761408/HEPIX_astro_computing.pptx.pdf
https://indico.cern.ch/event/1289243/contributions/5630633/attachments/2736010/4757988/WekaHPC-1.pdf
https://indico.cern.ch/event/1289243/contributions/5624317/attachments/2735220/4756168/Vic%20Presentation%202023%20-%2010%20Darft.pdf
https://indico.cern.ch/event/1289243/contributions/5620921/attachments/2735222/4756200/Sustainability%20and%20Power%20Consumption%20in%20HPC%20for%20HEPiX%20workshop%20Oct%2016-20%202023%20(1).pdf


Future of Linux Distros
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CERN IT Linux Strategy, A. Iribarren

Linux at DESY, Y. Kemp

• Community concerns prompted by June 21st RedHat 

announcement about changes to source availability for RHEL8/9

• CentOS 7 EoL June 30th, 2024

• CERN moving to Alma Linux in addition to RHEL, with Debian 

likely for some special cases

• RH site license expires end of May 2029

• DESY, which also supports photon science experiments, currently 

looking at supporting some combination of Alma, Ubuntu LTS and 

Debian

• Trying to identify RHEL dependencies and how to deal with 

them in the long term – concerns about client apps such as 

GPFS

• Experience with Alma Linux seem to have been quite positive so 

far (including at FNAL)

• HEPiX can potentially play an important role supporting 

community-wide Linux efforts

• Looking to have Alma developers participating in the Spring 

HEPiX

https://indico.cern.ch/event/1289243/contributions/5603321/attachments/2737290/4760455/HEPiX%20Autumn%202023.pdf
https://indico.cern.ch/event/1289243/contributions/5620977/attachments/2737711/4761325/LinuxAtDesy-BoF-Oct2023.pdf


Some Other Highlights - 1
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NET2: a first example of OpenShift/OKD for Tier 2 

provisioning and cluster management in US ATLAS, 

E. Bach

• More and more Kubernetes:  

Deploying dCache, Centralized log 

management at Diamond Light 

Source, UNL Analysis Facility and 

even using it as a platform for 

running an entire Tier-2 site at 

UVic and NET2.

• Deploying and testing ARM 

(Testing for WLCG) and updates 

from the HEPiX benchmarking 

working group including new 

features like addition of time series 

plugin for recording energy 

consumption (among other 

metrics), progress on GPU 

workloads and monitoring 

performance via Panda

Arm for WLCG, D. Britton

HEPiX Benchmarking Working Group Report, C. Hollowell

https://indico.cern.ch/event/1289243/contributions/5583079/attachments/2735189/4756143/231016-HEPIX.pptx
https://indico.cern.ch/event/1289243/contributions/5620923/attachments/2735199/4756184/dcache-in-k8s-wip.pdf
https://indico.cern.ch/event/1289243/contributions/5583063/attachments/2735263/4756260/Graylog-as-a-service-hepix-autumn23.pdf
https://indico.cern.ch/event/1289243/contributions/5583063/attachments/2735263/4756260/Graylog-as-a-service-hepix-autumn23.pdf
https://indico.cern.ch/event/1289243/contributions/5583063/attachments/2735263/4756260/Graylog-as-a-service-hepix-autumn23.pdf
https://indico.cern.ch/event/1289243/contributions/5606903/attachments/2736920/4761463/Coffea-Casa%20Analysis%20Facility_at%20the%20University%20of%20Nebraska-Lincoln.pdf
https://indico.cern.ch/event/1289243/contributions/5583083/attachments/2737175/4760229/20231019%20HEPiX%20UVic%20T2%20on%20k8s.pdf
https://indico.cern.ch/event/1289243/contributions/5630690/attachments/2736056/4757991/Development%20of%20NET2%20site%20as%20a%20first%20example%20in%20US%20ATLAS%20of%20OpenShift_OKD%20for%20Tier%202%20provisioning%20and%20cluster%20management.pdf
https://indico.cern.ch/event/1289243/contributions/5583079/attachments/2735189/4756143/231016-HEPIX.pptx
https://indico.cern.ch/event/1289243/contributions/5583089/attachments/2735171/4756047/benchmarking_fall2023.pdf
https://indico.cern.ch/event/1289243/contributions/5583089/attachments/2735171/4756047/benchmarking_fall2023.pdf
https://indico.cern.ch/event/1289243/contributions/5630690/attachments/2736056/4757991/Development%20of%20NET2%20site%20as%20a%20first%20example%20in%20US%20ATLAS%20of%20OpenShift_OKD%20for%20Tier%202%20provisioning%20and%20cluster%20management.pdf
https://indico.cern.ch/event/1289243/contributions/5583089/attachments/2735171/4756047/benchmarking_fall2023.pdf


Some Other Highlights - 2
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Quantum Assisted Calorimeter Simulation, J. Quetzalcoatl Toledo Marín

• A couple of talks looking at new computational 

techniques

• Using quantum-assisted generative models to 

speed up calorimeter simulation

• A nice review of interactive AI/LLM tools and their 

uses for code development and on local data at 

Saclay

• A few talks on tools and techniques for enhancing site 

security, as well as an update on establishing trust and 

security policies for research infrastructures

• Storage and Filesystems track investigations of HPSS 

disk cache performance tuning at KIT, improvements to 

ENDIT at NDGF, and an interesting look at the status of 

Ceph in 2023 by Dan van der Ster from Clyso

• Plus nine talks on facility infrastructure, including 

improving energy efficiency, supporting EoL 

experiments, and the myriad challenges of day-to-day 

operations of data centers. Ceph in 2023 and Beyond, D. van der Ster

https://indico.cern.ch/event/1289243/contributions/5590769/attachments/2736066/4758012/QVAE-PDF.pdf
https://indico.cern.ch/event/1289243/contributions/5590769/attachments/2736066/4758012/QVAE-PDF.pdf
https://indico.cern.ch/event/1289243/contributions/5590769/attachments/2736066/4758012/QVAE-PDF.pdf
https://indico.cern.ch/event/1289243/contributions/5583069/attachments/2733242/4754122/IME_HEPiX_AI_LLM.pdf
https://indico.cern.ch/event/1289243/contributions/5590771/attachments/2736083/4758040/Kelsey-Trust-18oct23.pdf
https://indico.cern.ch/event/1289243/contributions/5590771/attachments/2736083/4758040/Kelsey-Trust-18oct23.pdf
https://indico.cern.ch/event/1289243/contributions/5583147/attachments/2736798/4759643/hpss-cache-20231018.pdf
https://indico.cern.ch/event/1289243/contributions/5583147/attachments/2736798/4759643/hpss-cache-20231018.pdf
https://indico.cern.ch/event/1289243/contributions/5606909/attachments/2736808/4759485/20231018-Endit20.pdf
https://indico.cern.ch/event/1289243/contributions/5606909/attachments/2736808/4759485/20231018-Endit20.pdf
https://indico.cern.ch/event/1289243/contributions/5583071/attachments/2736868/4759600/Ceph%20in%202023%20and%20Beyond.pdf
https://indico.cern.ch/event/1289243/contributions/5583071/attachments/2736868/4759600/Ceph%20in%202023%20and%20Beyond.pdf
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