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dRICH DAQ
Short summary for SRO meeting

P. Antonioli for the dRICH DSC, 
INFN Bologna

Reference: DAQ update at dRICH meeting was last 15 Nov

https://indico.bnl.gov/event/20948/contributions/83414/attachments/51028/87286/20231115-RDODaqPlans.pdf


● Brief dRICH RDO overview in dRICH PDU
● Baseline RDO design 
● DAQ throughput modelling
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Outline

Trying to give some additional input/info 
following discussions @ANL
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dRICH RDO Overview

RDO is as a component of dRICH PDU

basic RDO specs/numbers:
● provide interface to ePIC DAQ
● provide readout/config to 4 ALCOR64
● route HV to SiPM via FEB
● 1 optical link (TX/RX)
● “control” annealing (MOSFET setup)
● services (T sensors, current monitor, …)
● 4x9 cm2 surface available
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Need of high integration with challenging space constraints→  “custom” RDO
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RDO Baseline (I)

components on scale excluding connectors
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RDO baseline (II)

● 14-16 layers min
● HV in shielded middle-layer”!
● engineers at work on schematics

preferred clock to be received: 98.5 MHz, we aim ALCOR@396 MHz using SkyWOrks Si5236
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RDO and ePIC DAQ

1248

● PDU:  1248
● RDO: 1248
● FEB:  4992

1248

I-level DAM (27)

● 47 links to PDU
● 1 link to II-level DAM

II-level DAM (1)

● 27 links to I-level DAM
● link from central ePIC [clock/trigger]

27

ePIC interaction tagger
able to reach our DAMS in 10 μs!

in exp. hall, rack mounted 1

1

27

or PC with 4 FELIX each (??)
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dRICH has largest number of RDOs in ePIC

numerology in Sep2023 now 1248
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Status@ANL meeting.. (Jeff)

dRICH doesn’t have largest 
number of DAMs..
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Data throughput modeling (update)

● numbers passed to ePIC
● interaction tagger critical (several discussion at 

ANL)
● some of the “pressure” transferred to budget 

Note this is with 200 
interaction tagger 
reduction factor
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Ageing model and some DAQ consequences…
R. Preghenella at HEP-EPS 2023

https://indico.desy.de/event/34916/contributions/147249/attachments/84395/111823/%5B20230824%5D%5BEPS-HEP%5D%20dRICH%20SiPM%20readout.pdf
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dRICH throughput during EIC life…

When DCR Total throughput at DAM-I Total throughput at DAM-II

starting 2 9.2 Gbps < 1 Gbps

after 100 fb-1 (and several annealing cycles) 100 456 Gbps 2.28 Gbps

“at limit” 300 1.3 Tbps 6.84 Gbps

https://docs.google.com/spreadsheets/d/1P3qoogFWuicXDgojwvhaFL2EnwQ7BEmGlITg1fwDUkE/edit#gid=0

Questions: 
a) when the ePIC DAQ really starts having a problem? (max. 

throughput FELIX2-PCIe?) [ it is also useful info for data reduction 
target inside DAM-II at FPGA ]

b) any scenario about machine luminosity (and radiation) in 
2031-2034?     

this is with factor 200 but…

https://docs.google.com/spreadsheets/d/1P3qoogFWuicXDgojwvhaFL2EnwQ7BEmGlITg1fwDUkE/edit#gid=0
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Note on latency of interaction tagger

the model so far uses 2 μsec latency
Eth implementation on FLX-192 to distribute “interaction tagger”?
Note: 2 ms latency instead would require 12.8 MB buffering capacity (with 300 KHz 
DCR rate) in FLX-182 
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The dRICH big plan (just DAQ)

2024 2025 2026

● hardware effort
● RDO prototype as close as possible to final
● RDO readout of old FEB32
● initial ePIC link test with RDO (clock)
● input to TDR
● radiation tests

● integration with ALCOR64 in the PDU
● readout with VC709 & ePIC link 

(including clock)
● RDO rev. 2 final components
● possibly test in detector box
● (likely radiation tests again….)

● FELIX available in ePIC to groups
● use of DAM (FELIX2)
● crucial firmware development L1-DAM 

/ L2-DAM

2027 2028 2029

production assembly assembly in-situ
DAM deployment + commissioning

in parallel:
- someone has to think/build ePIC interaction tagger
- further data reduction/calibration through L2-DAM FPGA or SRO to be integrated
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Conclusions

● ongoing effort toward specifications/requirements for RDO (at 60/70%)
● secured VTRx+ and almost defined FPGA baseline
● need of highly integrated development of RDO with other dRICH electronic components 

● ePIC link protocol still not defined, we need to remain close to central ePIC DAQ
● at the forefront → designing first ePIC RDO (risk of later specs/surprises)
● ePIC interaction tagger is crucial to dRICH architecture → need to work with ePIC/EIC project


