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`Analysis note / data preparation
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• Link of Overleaf AN

• According to Cameron, ALL the plots should use the data produced by F4A framework


- Performance plots made with private gen. data are NOT acceptable as well

- Is it true…? (It’s so chaos to me…)


• Current alternative: label all the plots made by private gen. data, have to be replaced in 
two weeks


• What is the status of the data preparation?

https://www.overleaf.com/5131334932dmtcynfzqgpc#148f39
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`INTT streaming readout
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• The overview slide of sPHENIX streaming readout by Jin

0.1 GB/s, the current estimation 
by the tracking group 

Talked to Jin Huang, it seems to be fine if INTT generates ~10Gbps (1.25 GB/s) of data,  according to 
the sPHENIX computing plan

It might be a problem for the case of 10 GB/s 

https://indico.bnl.gov/event/21874/contributions/87816/attachments/53010/90683/sPHENIX%20SRO%204.pdf
https://indico.bnl.gov/event/6659/attachments/24314/52851/sPHENIX_SWTF_4.pdf
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`INTT streaming readout
• Two possible ways in software to address/eliminate uncontrollable hot channels

1. Mask the particular “data line” on the ROC side

• It’s one functionality of ROC (but not yet been tested in FVTX) according to Jin

• Not so necessarily to modify the code of slow control FPGA of ROC

• INTT group doesn’t have much experience playing with ROC FPGA, will need Jin’s 

help for this, for sure

2. Try to play with the “Digital Control” of the chip registers

• If we received the data from the chip, it implies that the communication b/w chip exists 

(according to Raul, I remember…)

• Try to reject the two serial out channels of chip. We have NOT tried it before

• We have the abundant experience on playing with the chip slow control. This test must 

be doable
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How should we proceed? 🧐🧐
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`Topics to be discussed/raised
• Where to keep the calibration plots?

• It must be good if the calibration information can be kept in the website

• Centrality calibration web

• INTT run hit map web made by Genki

• Proposal: expand the INTT current website ? 


• News related to INTT from the software meeting in the past two weeks

• New run list on the Github (?)

• link (https://github.com/sPHENIX-Collaboration/RunList/tree/main)


• Calibration status, link

• Verbally reported the status of INTT geant4 implementation 

• They looked forward to having it as soon as possible → for the HF simulation
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https://sphenix-intra.sdcc.bnl.gov/WWW/user/dlis/Centrality_QA/run_dir/run20869.html
https://sphenix-intra.sdcc.bnl.gov/WWW/subsystem/intt/commissioning_plots/2023/00020869/index.html
https://github.com/sPHENIX-Collaboration/RunList/tree/main
https://docs.google.com/document/d/1a8-juoPKH2HITHlJD2IZ6LtxKsxk5EUJsA5OCXAqFmY/edit


Back up
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`INTT geometry
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INTT: 2 sensors X 2 sides of half-ladders X 56 ladders = 224 sensors
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`Topics to be presented/discussed/raised
• INTT geometry


• dN/dη analysis note, data preparation

• Performance/Physics plots data requirement?


• INTT streaming readout


• Where to keep the calibration plots?


• INTT beam test cluster size in Z axis


• News from the Software meeting

• New run list, link (https://github.com/sPHENIX-Collaboration/RunList/tree/main)

• Calibration status, link
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https://github.com/sPHENIX-Collaboration/RunList/tree/main
https://docs.google.com/document/d/1a8-juoPKH2HITHlJD2IZ6LtxKsxk5EUJsA5OCXAqFmY/edit

