




The Banking industry lacked a consistent method 

for determining the maturity of Responsible AI 

programs, which underpin confidence and trust in 

fair lending.

My research developed an instrument to measure 

the maturity of RAI programs in Banks.





This study defines RAI as the ability to implement 

AI/ML models in credit underwriting that can 

transparently explain the data inputs and predicted 

recommendation outputs of the models such that 

fairness, in terms of mitigation of bias and harm, is 

confirmed.  
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# Factor Name # Key Evidence Literature References

Reference

1 Organizational Commitment to 

RAI

Org Structure RAI Focus 1 To what degree is there a formal org structure entity 

called Responsible or Ethical AI?

1 2 3 4 5

No evidence of 

org on 

Responsible AI

Responsible AI 

is mentioned 

within other org 

focus.

Other org has 

responsible for 

AI fairness

RAI mentioned 

within related 

org structure.

Formal org 

named Ethical or 

Responsible AI

de Laat, P. B. (2021). Companies Committed to 

Responsible AI: From Principles towards 

Implementation and Regulation? Philos Technol, 1-

59.

Investment in RAI 2 To what degree is there evidence of significance 

financial investment linked to Responsible AI.

1 2 3 4 5

There is no 

formal 

investment

There is 

discretionary 

budget for RAI

There is ~1-3% 

of IT budget 

allocated for 

RAI

There is ~5% of 

IT budget 

allocated for 

RAI

There is more 

than 5% budget 

allocated for 

RAI

Borg, J. S. (2021). Four investment areas for 

ethical AI: Transdisciplinary opportunities to close 

the publication-to-practice gap. Big Data & 

Society

ROI analysis on RAI 3 To what degree is there a formal financial ROI 

analysis performed on Responsible AI?

1 2 3 4 5

There is no 

formal ROI 

measurements

There is an ROI 

measurement 

being developed

There is a 

limited ROI 

process in place.

There is 

significant 

leverage of the 

ROI 

measurements

All RAI 

investments go 

through formal 

ROI analysis.

Minevich, M. (2020). 4 Ways That You Can Prove 

ROI From AI. 

https://www.forbes.com/sites/markminevich/202

0/03/03/4-ways-that-you-can-prove-roi-from-

ai/?sh=84de94e784a7

Training for RAI 4 To what degree are there training programs in place 

for all employees on Responsible AI?

1 2 3 4 5

There are no 

training 

programs

There is one 

training program

There are two 

training 

programs

There are 

multiple training 

programs

There is a RAI 

certificate 

program in 

place.

Cihon, P., Schuett, J., & Baum, S. D. (2021). 

Corporate Governance of Artificial Intelligence in 

the Public Interest. Information

Culture of AI 5 To what degree is there a perception of a culture of AI 

within the company?

1 2 3 4 5

There is no 

perception of 

culture of AI

There is minimal 

perception of 

culture of AI.

There is 

moderate 

perception of 

culture of AI.

There is heavy 

perception of 

culture of AI.

It is perceived 

that the future of 

the company is 

dependent on AI.

Murphy, J. W., & Largacha-Martínez, C. (2021). Is 

it possible to create a responsible AI technology to 

be used and understood within workplaces and 

unblocked CEOs’ mindsets? Ai & Society

Scoring

This attribute measures the degree of organizational commitment to RAI in terms of org structure, financials, accountability.
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# Factor Name Key Evidence

1 Organizational Commitment to RAI

a Org Structure RAI Focus To what degree is there a formal org structure entity called Responsible or Ethical AI? 1 2 3 4 5

Little Below Average Above Advanced

b Investment in RAI To what degree is there evidence of significance financial investment linked to Responsible AI. 1 2 3 4 5

c Training for RAI To what degree are there training programs in place for all employees on Responsible AI? 1 2 3 4 5

d Culture of AI To what degree is there a perception of a culture of AI within the company? 1 2 3 4 5

e C-Suite Involvement To what degree is the CEO or Board updated on the company's RAI program? 1 2 3 4 5

2 Transparency & Explainability

a Explanability Governance To what degree are there formal policies or processes in place to govern explanability? 1 2 3 4 5

b Regulatory Sandbox (Visibility) To what degree are there capabilities in place to provide visibility to regulators on explainability? 1 2 3 4 5

c Model Audit Controls To what degree are there capabilities in place to audit models? 1 2 3 4 5

d Model Drift Prevention Monitoring To what degree are there capabilities or processes  in place to test & mitigate model drift? 1 2 3 4 5

e Use of Model Card Reporting To what degree are model cards leveraged to provide a decriptive model explainability? 1 2 3 4 5

f Advanced ML Explain (LIME, SHAP) To what degree is there use of advanced black box technology such as SHAP or LIME? 1 2 3 4 5

Maturity of Responsible AI in Banking Survey Instrument

Scoring

This attribute measures the degree of organizational commitment to RAI in terms of org structure, financials, accountability.

This attribute measures the degree of transparency in the AI in terms of the algorithms, and models that comprise the AI & ML.
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 # In House RAI 

Research Dept / 

Publications? (.5 for 

AI)

RAI Articles in the 

Press? (.5 for AI)

RAI Published 

Principles? (.5 for AI)

RAI mentioned in 

10K / Shareholder 

letter? 

(.5 for AI).

RAI link on Website? 

(.5 for AI)

Research 

Partnerships with 

Universities ?

RAI COE ? (.5 for 

AI)

Careers in RAI 

Related ? (.5 for AI)

MRAI 

Proxy 

score

C
ri

te
ri

a

1) Research 

Department stated on 

website.

2) Reference to 

research or invention 

on other website.

3) Evidence of 

research publications

1) Evidence of 

articles or 

publications that 

refer to RAI.

1) Does company 

have RAI principles 

published on 

website?

1) Mention of 

Responsible AI in 

Annual report

2) Mention of Ethical 

AI in Annual report.

1) Prominent link on 

website referring to 

Responsible AI.

1) Evidence of 

partnerships with 

research universities 

on technology 

innovation or AI. 

(does not have to be 

Responsible AI 

research).

1) Evidence of a 

center of excellence 

or working group 

that focuses on 

responsible, ethical, 

explainable, 

transparent, fair AI.

1) Evidence of a job 

description for 

Responsible AI. (Can 

include data science, 

machine learning, 

model validation and 

compliance and 

responsible business 

corporate standard)

1 1 0 1 1 1 1 1 7.0

0.5 1 0 1 0 1 1 1 5.5

1 1 0.5 0.5 1 0.5 1 0.5 6.0

1 1 1 0 0 1 1 1 6.0

1 0.5 0 1 1 0.5 1 0.5 5.5

0.5 0.5 0 0 0 1 0.5 0.5 3.0

0.5 0.5 0 0.5 0 1 0.5 0.5 3.5

0.5 1 1 0.5 1 0.5 0.5 0.5 5.5

0.5 1 0 0 0 0.5 0.5 0.5 3.0

1 1 1 0.5 1 1 1 1 7.5

0 0.5 0 0 0 1 0.5 1 3.0

0.5 1 1 1 1 1 0.5 0.5 6.5

1 1 0 1 0.5 1 1 0.5 6.0

1 0.5 0 1 0 0.5 0.5 0.5 4.0

0.5 1 0 0.5 0 0.5 0.5 1 4.0
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Instrument Instrument 

MRAI

MTMM Type Proxy 

MRAI

MTMM Type Instrument 

ESG

MTMM Type

Proxy MRAI 0.882 mono-trait - 

multi-method

Instrument ESG 0.553 multi-trait - 

mono-method

0.398 multi-trait - 

multi-method

Sustainalytics 

ESG

0.135 multi-trait - 

multi-method

0.109 multi-trait - 

multi-method

0.532 mono-trait - 

multi-method
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