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5. The ATLAS Detector and its
Upgrade Program

The ATLAS (A Toroidal LHC ApparatuS [6]) is a general purpose detector at the LHC
(Large Hadron Collider [89]). Together with the CMS (Compact Muon Solenoid [31])
experiment, the ATLAS collaboration searches for new particles, evidence of new phys-
ics and performs precision measurements in the full range of Standard Model physics.
Both detectors are designed for operation with an LHC luminosity of up to 10

34 cm�2s�1

in p-p-collisions at a center of mass energy
p
s 14TeV. In addition to these two

complementary general purpose detectors the other two major LHC experiments fo-
cus on more specialized topics of particle physics: The ALICE (A Large Ion Collider
Experiment [30]) detector is optimized for the research on quark gluon plasma. Its full
potential is exploited during the LHCs heavy ion operation, where Pb82+ ions are col-
lided with an energy of up to 2.76TeV/nucleon yielding a total center of mass energy
of 1.15PeV and a nominal luminosity of 1.0⇥ 10

27cm�2s�1 [89]. The LHCb ( [90]) col-
laboration primarily investigates matter-/antimatter asymmetries and CP-violation in
rare B-Meson decays. Therefore, LHCb is designed as a forward detector with emphasis
on precise vertex reconstruction and measurement of the B-decay end-states.

Figure 5.1.: The Large Hadron Collider (LHC) and its major experiments, located
under the Swiss-French countryside close to Geneva. © 2016 CERN

This chapter shall provide an overview of the ATLAS experiment and its detector
systems in section 5.1, with an emphasis on the ATLAS Muon Spectrometer, which
utilizes several gaseous detector technologies. Thereafter the implications of the High
Luminosity upgrade of the LHC (HL-LHC [91]) on the ATLAS detector and the ex-
tensive upgrade program to maintain its excellent performance are discussed in section
5.2. In section 5.3 the New Small Wheel (NSW) upgrade, the first major intervention
on the ATLAS Muon System will be presented in detail.
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• LHC starts from 2010
• 4 experiments(ATLAS, CMS, LHCb, ALICE)
• 2010 ～ 2012 : 【Run1】 E=7, 8 TeV
• 2015 ～ 2018 : 【Run2】 E=13 TeV
• 2022 ～ 2025 : 【Run3】 E=13.6 TeV
• 2029 ～ : 【HL-LHC】

Google Logo
at First beam
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LHC design：E=14 TeV, Lmax=1 x 1034 cm2/s



4

LHC design：E=14 TeV, Lmax=1 x 1034 cm2/s

ATLAS Trigger/DAQ
• Already underwent several ‘mini-upgrades’
• Good exercise / intro for HL-LHC Upgrade

• In full swing toward HL-LHC Upgrade

Already from Run2: max. inst. Luminosity is two 
times higher than the design
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First time exploiting physics at TeV energy scale
– The origin of EW symmetry breaking: Higgs mechanism
– Direct searches for Physics beyond SM (BSM)

Only possible with advanced technologies not only 
for experiments/detectors but also physics
• Experimental 

− Radiation tolerance
− Pileup, high luminosity (vs. trigger, r/o)

• Physics analysis
− Data driven technique, ML, statistics …

• Physics/theory
− QCD (higher order, jet algo, PDF etc.) ,,, 3/42ICHEP-2020, 4th Aug'20                                                                David d'Enterria (CERN)

Topical organization of the talkTopical organization of the talk

■ Proton-proton collision at the LHC = Full QCD at work:

      DISCLAIMERDISCLAIMER: This talk cannot cover all nice hundreds QCD exp. results  : This talk cannot cover all nice hundreds QCD exp. results  

      presented at ICHEP’20 (but, hopefully, a representative selection of them). presented at ICHEP’20 (but, hopefully, a representative selection of them). 

(1)

(2)

(7)

(3)

(4) (6) (5)

2/42ICHEP-2020, 4th Aug'20                                                                David d'Enterria (CERN)

Virtually all LHC p-p physics “is” QCD physicsVirtually all LHC p-p physics “is” QCD physics

■ Proton-proton collision at the LHC = Full QCD at work:

■ All LHC observables depend chiefly on a precise EXP/TH control of QCD:

    i) BSM TeV-heavy objects on precise high-x PDF, instantons on MB,... 

    ii) Higgs b,c partial widths: on accurate jet tagging, precise a
s 
coupling, …

    iii) W mass: on precise mid-x PDF, low p
T
 resummations, intrinsic k

T
, …

    iv) Top mass: on jet grooming, a
s 
coupling, FS colour reconnection, …

  Experimentally:Experimentally: Theoretically:Theoretically:

     

….

Remarkable advances particularly in hadronic 
objects reconstruction e.g. with ML/AI
-- b-jet tagging
-- Constituent (in large R jet) based W, top  taggers
-- Jet calibrations
… Extensively used as well 

in the trigger
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• Multiple pp interactions per 1 bunch
crossing = called “pileup”
• pp total cross section x 1034 cm2/s

>> nr. of bunch crossings / s
• Run3 average nr. of pileups （<μ>）47、up to 70-80

hà2e2μ candidate（25 vertices）

• A big challenge for experiments
• Deterioration of detection/identification

of “objects” (e.g. electron/photon, τ,
b-jets, ETmiss)
• Increase of hit rates 

à Heavy load for readout system
• Increase of computing time, particularly

for tracking
à Challenge for Trigger/Computing

HL-LHC: ~200LHC design ~25
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Trigger @ LHC
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• 40 MHz bunch crossing (25ns time spacing) with ~2 MB event size
• Large event rate reduction : 40 MHz à 100KHz for readout, further down to O(1 kHz) for 

recording
• Deadtime free à pipelined online processing (at L1 – before readout)

• ATLAS Trigger: 2-level trigger system, L1 and HLT (High Level Trigger)
• L1: fully time synchronous, with a fixed latency (2.5μs). Custom hardware.
• HLT: processing at computing farm
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ATLAS Trigger DAQ [Run3]
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• Already at L1, there is L1Topo that calculates correlation between 
objects (e.g. mass between 2-muons)

• Inner tracker information is available only from HLT
• HLT: “Region of Interest (RoI)” concept àbandwidth saving
• e/mu/τ/b-jet/jet : HLT readouts only the areas identified by L1
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9

IQQeU TUacNeU CaORULPeWeUV MXRQ S\VWeP

L0CaOR

GORbaO TULJJeU

CTP

EYeQW FLOWeU

PURceVVRU FaUP

DaWa HaQdOeUV

DaWafORZ

EYeQW
AJJUeJaWRU

PeUPaQeQW
SWRUaJe

FELIX

OXWSXW daWa (10 NH])

ReadRXW daWa (1 MH])
L0 acceSW VLJQaO
L0 WULJJeU daWa (40 MH])

eFEX

fFEX

L0MXRQ

BaUUeO 
SecWRU LRJLc

EQdcaS
SecWRU LRJLc

MUCTPI

NSW TULJJeU
PURceVVRU

SWRUaJe
HaQdOeU

EYeQW
BXLOdeU

EF acceSW VLJQaO

MFEX

JFEX

MDT TULJJeU
PURceVVRU

EYeQW
PURceVVRU

Figure 1.4: The TDAQ Phase-II architecture with the EF updated to reflect the baseline change
to use only commercial processors. The black dotted arrows indicate the Level-0 dataflow from the
detector systems to the Level-0 trigger system at 40 MHz, which must identify physics objects and
calculate event-level physics quantities within 10 µs. The result of the Level-0 trigger decision (L0A)
is transmitted to the detectors as indicated by the red dashed arrows. The resulting trigger data and
detector data are transmitted through the Data Acquisition System (DAQ) system at 1 MHz, as
shown by the black solid arrows. Direct connections between each Level-0 trigger component and
the Readout system are suppressed for simplicity. The EF system is composed of a heterogeneous
processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.

9

E.g. 200 collisions in a bunch crossing: 

5 

12 000 tracks in  
the tracker acceptance! 

• Latency gets 4 times longer à all FEs 
will be replaced

• A major upgrade for Trigger and DAQ
• L0: 100 kHz à 1 MHz
• Latency : 2.5 à 10 μs

• EF: ~3 kHz à 10 kHz
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Single lepton, di-lepton
• Threshold lower than Run3: 28à22 GeV

Hadronic（ETmiss, multi-jets）
• Threshold similar to Run3

HL-LHC trigger menu（TDR)

ATLAS Trigger DAQ [HL-LHC]

Tracking – a key to control pileup
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Single lepton, di-lepton
• Threshold lower than Run3: 28à22 GeV

Hadronic（ETmiss, multi-jets）
• Threshold similar to Run3

HL-LHC trigger menu（TDR)

• Toward HL-LHC
• Trigger ‒ tracking (commodity acceleration, ML tracking) 
• DAQ ‒ readout (FELIX) 

ATLAS Trigger DAQ [HL-LHC]

Tracking – a key to control pileup
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• FELIX to harmonize detector readout system 
• To reduce the number of custom electronics components and design effort by leveraging 

commercial products (network i/f cards, servers, and network switches), resulting in granting 
greater flexibility in maintenance, upgrades, and customization

• Commodity servers equipped with PCIe FELIX cards
• Data received over point-to-point optical links and routed to peers via ethernet
• The primary peer on this network is SWROD

• FELIX card (FLX-712)
• 16-lane PCIe Gen3
• Xilinx Ultrascale FPGA (XCKU115-FLV-1924)
• 8 Avago Minipod transceivers (TX and RX) 
• Optical links protocols: GBT (rad-hard standard developed

at CERN) 4.8 Gb/s, and FULL mode (9.6 Gb/s)
• Being used a since Run3 for certain subsystems

As a culmination of this new approach, the Front-End LInk eXchange (FELIX) system
has been developed as the primary detector interface between the front-end electronics and the
DAQ system. FELIX will replace existing legacy hardware with a flexible routing platform
able to receive data directly from front-end electronics and serve it to peers on a commodity
switched network. FELIX will also serve as a relay for trigger accept and clock information
from the Timing, Trigger and Control (TTC) [1] system to front-end electronics. It will also
be possible to use FELIX to send general purpose control data to front-end electronics to
manage modules throughout data-taking and calibration.

With FELIX in place, all data processing, formatting and monitoring tasks previously
performed in custom hardware will now be able to take place in software running in com-
modity server farms, a facility known as the Software Readout Driver (SW ROD). The first
set of systems to be upgraded to use FELIX and the SW ROD will be those undergoing sig-
nificant detector or readout upgrades during the 2019-2021 experimental shutdown ahead of
the third major LHC data-taking period (Run 3). These are the New Muon Small Wheels
(NSW) [3], Liquid Argon (LAr) digital readout [4] and the calorimeter hardware trigger elec-
tronics (L1Calo) [2]. Smaller scale demonstrators for upgraded Barrel RPCs (BIS 7/8) [5]
and the Tile Calorimeter [6] will also be installed during this shutdown. The remaining AT-
LAS systems will then be migrated to FELIX en-masse during the next long shutdown from
2025-2027, ahead of what will be the first HL-LHC run.

In this paper we will describe the design of the FELIX platform and its relationship to
the rest of the DAQ system. Results of the most recent performance testing will be presented
along with the prospects for installation and commissioning in early 2020.

2 ATLAS DAQ System Overview and Run 3 Upgrade

The legacy ATLAS DAQ System [7] (used for Runs 1 and 2) consisted of detector specific
front-end electronics read out via point-to-point links to custom components known as Read-
out Drivers (RODs). Each detector system implemented its own ROD design, typically using
VMEbus technology. RODs performed numerous tasks, from data formatting to error check-
ing and correction, reporting and monitoring. Once processing was completed, data were
then passed to and bu↵ered in the first common element in the DAQ chain, known as the
Readout System (ROS). Nodes in the High Level Trigger (HLT) farm were then able to sam-
ple data from these ROS bu↵ers in order to perform a final event selection step before saving
accepted events to permanent storage for further analysis. Data arrived in the DAQ system at
the Level-1 hardware trigger accept rate of 100 kHz, and were recorded to permanent storage
at an average rate of 1.5 kHz.

Figure 1. Diagram of the ATLAS DAQ System in Run 3.
The new FELIX and SW ROD Components (left) operate
alongside the legacy (ROD and ROS) system on the right.
HLT processing units (HLTPUs) are able to sample event
data from both readout paths via an identical interface.

2

EPJ Web of Conferences 245, 01037 (2020)
CHEP 2019

https://doi.org/10.1051/epjconf/202024501037

Figure 2: FELIX I/O card, FLX-712. This version of the card has 48 duplex optical links.

2 The Run-3 FELIX system
2.1 FELIX I/O card and server

FLX-712, shown in Figure 2, is a custom-designed PCIe card [11], equipped with a Xilinx
Kintex Ultrascale (XCKU115) FPGA, 8 Avago Minipod transceivers to support up to 48 bidi-
rectional optical links and a 16-lane PCIe Gen3 interface divided into two 8-lane endpoints
with a switch (with throughput up to 128 Gb/s). The front-end optical links can connect via
two optical multi-fiber couplers (MTP-24 or MTP-48 depending on the application). The
card also incorporates a mezzanine card for the TTC link and a LEMO connector for busy
propagation. Firmware images can be stored on the card thanks to a 2GB flash memory and
a micro-controller. Approximately 300 FLX-712 boards were produced for ATLAS Run-3
DAQ, ProtoDune, NA62 and ATLAS tracker upgrade.

A FELIX PC consists of a commodity server equipped with an Intel Xeon E5-1660v4
CPU (8 cores), 32 GB of memory, a Mellanox Connect-X5 network interface (25 or 100
Gb/s) with one or two FLX-712 cards.

2.2 Firmware

The FELIX firmware communicates with the front-end electronics (FE) using the GBT (Gi-
gaBit Transceiver) [12] serial data transmission protocol, with a link speed of 4.8 Gb/s, en-
suring synchronization with the 40 MHz clock of the LHC, a crucial aspect for reliable data
processing. A single GBT link carries multiple data streams, called E-links, with configurable
bandwidth (80/160/320 Mb/s). On the detector front-end, the GBT protocol is used by the
radiation-hard GBTx ASIC[13].

The FELIX firmware has two main flavours or modes, known as GBT and FULL. Both
modes use the GBT protocol for the links towards the FE and support up to 24 links. The GBT
mode uses the GBT protocol to receive data from the FE, while the FULL mode implements
a light-weight protocol for this path, with a bandwidth of 9.6 Gb/s per optical link. FULL
mode is intended for communication with other FPGA-based systems over the custom 8b/10b
encoded protocol implemented as a single wide data stream with no handshaking or logical
substructure (i.e. no E-links). LAr Digital Processing Blade and L1Calo trigger systems use
FELIX in FULL mode, while NSW and BIS 7/8 subdetectors use GBT mode.

The main components of the firmware [14] are the GBT encoders/decoders, the data
management firmware, known as the Central Router, the TTC decoder and Wupper [15],
which is the PCIe engine with DMA interface. The Central Router passes data between E-
links of the GBT links and the PCIe interface in both directions. It encodes and decodes
E-links data with protocols such as 8b/10b, HDLC and various customs serials protocols.
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(a) Max. Throughput ⇠ 40 Gb/s

(b) Rate ⇠ 100 kHz

(c) Max. Message size 22 kB

Figure 4: Examples of FELIX readout of
LDPB: Throughput, Rate and Message Size.

(a) Throughput ⇠ 8 Gb/s

(b) Rate ⇠ 96 kHz

Figure 5: FELIX performance of L1Calo
readout: Throughput and Rate examples for
gFEX.

3.1 LAr Digital Processing Blade

LDPB uses FELIX in FULL mode and is the ATLAS system with the largest data throughput,
although it is far from network maximum bandwidth of 100 Gb/s. Figure 4a shows, in normal
data-taking conditions, the received data throughput from each PCIe endpoint as a function of
time, reaching a total of ⇠ 40 Gb/s considering both devices. In turn, Figure 4b shows, for the
same period of time, the rate close to 100 kHz, with stable performance. Finally, Figure 4c
shows the maximum size of the messages, that can be up to 22kB. LAr is the only system
that uses a true zero-copy approach, where the software does not accumulate messages in
network bu↵ers: the network device sends messages composed of fragments residing in the
DMA bu↵er.

3.2 Level-1 Calorimeter trigger

The Level-1 calorimeter trigger also uses FELIX in FULL mode. This system is actually
composed of gFEX (Global Feature Extractor), eFEX (Electron Feature Extractor), jFEX
(Jet Feature Extractor) and TREX (Tile Rear Extension), the new additions to the ATLAS
hardware trigger.

Figure 5a shows, for a high-rate 2023 run, the received data throughput for the gFEX
board as a function of time, reaching ⇠ 8 Gb/s, when the trigger rate is close to 100 kHz, as
shown in Figure 5b. The average message size is 3kB. L1Calo uses a feature called streams:
each of the 16 FULL mode links in use carries up to 9 streams, each transmitting messages
at a rate of 100 kHz.

3.3 New Small Wheel

The New Small Wheel muon detector uses FELIX in GBT mode. Each FELIX card serves
up to 200 E-links, each transmitting messages at the L1 trigger rate. The average size of a
NSW message is 40B.
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LAr digital processing 
blade (FULL mode)

The large number of E-links requires more computing resources to process NSW data.
One of the major challenges on the software side, faced during the first year of Run-3, was to
prevent late packet arrival from FELIX to SWROD. All messages were delivered, but with a
latency occasionally exceeding the SWROD time window of O(10) ms. It was found that the
leading cause was CPU saturation on the FELIX host, reaching 100% utilization for trigger
rates above 80 kHz. Figure 6 shows the packet arrival e�ciency for a 2022 run on the left,
and for a 2023 run on the right after the SWROD was optimized to reduce CPU utilization.

Figure 6: NSW readout e�ciency before and after CPU optimizations to correct for late
packet arrival.

4 ATLAS DAQ in Run-4

In Run-4, the Level-0 trigger rate will increase a factor 10 with respect to Run-3, reaching a
nominal value of 1 MHz. The data volume per bunch crossing is also expected to increase due
to the threefold increase in the proton-proton interactions per bunch crossing or pileup. The
estimated data throughput flowing through the DAQ system is 4.6 TB/s, over 20 the typical
Run-3 throughput. For these reasons, an upgrade of the TDAQ infrastructure is necessary. A
diagram of the upgraded system is shown in Figure 7.

FELIX will readout all the subdetectors, meaning that legacy ROD/ROS systems will be
replaced entirely with FELIX. There will be around 14000 optical links with bandwidth up to
25Gb/s per link. FELIX will support new detector-specific data transmission protocols. The
SWROD will evolve into the Data Handler, that is currently under development.

4.1 Future FELIX: Prototypes, firmware and software upgrades

To take advantage of the technological evolution and to increase the maximum link speed up
to 25 Gb/s, instead of the current 10 Gb/s, new FELIX I/O cards have been prototyped. Two
prototypes have been produced so far: FLX-181 and FLX-182, shown in Figure 8. These
cards are equipped with an AMD Versal Prime FPGA and 24 FireFly bidirectional optical
data links. The boards incorporate a 16-lane PCIe Gen 4 interface.

As part of the development process for the Run-4 upgrade, the FELIX firmware is sup-
porting a broader range of detector requirements, in addition to higher link and PCIe interface
speeds, and multiple bu↵ers per PCIe endpoint in computer memory. Aside from the GBT
protocol, the firmware will support the lpGBT protocol (the evolution of GBT), encoders and
decoders for the Inner Tracker Pixel and Strip [21, 22] and the 64b/67b-encoded Interlaken
protocol.

With respect to the software upgrades, the architecture will remain similar as in Run-3,
but with a di↵erent deployment scheme.
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The large number of E-links requires more computing resources to process NSW data.
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prevent late packet arrival from FELIX to SWROD. All messages were delivered, but with a
latency occasionally exceeding the SWROD time window of O(10) ms. It was found that the
leading cause was CPU saturation on the FELIX host, reaching 100% utilization for trigger
rates above 80 kHz. Figure 6 shows the packet arrival e�ciency for a 2022 run on the left,
and for a 2023 run on the right after the SWROD was optimized to reduce CPU utilization.

Figure 6: NSW readout e�ciency before and after CPU optimizations to correct for late
packet arrival.

4 ATLAS DAQ in Run-4

In Run-4, the Level-0 trigger rate will increase a factor 10 with respect to Run-3, reaching a
nominal value of 1 MHz. The data volume per bunch crossing is also expected to increase due
to the threefold increase in the proton-proton interactions per bunch crossing or pileup. The
estimated data throughput flowing through the DAQ system is 4.6 TB/s, over 20 the typical
Run-3 throughput. For these reasons, an upgrade of the TDAQ infrastructure is necessary. A
diagram of the upgraded system is shown in Figure 7.

FELIX will readout all the subdetectors, meaning that legacy ROD/ROS systems will be
replaced entirely with FELIX. There will be around 14000 optical links with bandwidth up to
25Gb/s per link. FELIX will support new detector-specific data transmission protocols. The
SWROD will evolve into the Data Handler, that is currently under development.

4.1 Future FELIX: Prototypes, firmware and software upgrades

To take advantage of the technological evolution and to increase the maximum link speed up
to 25 Gb/s, instead of the current 10 Gb/s, new FELIX I/O cards have been prototyped. Two
prototypes have been produced so far: FLX-181 and FLX-182, shown in Figure 8. These
cards are equipped with an AMD Versal Prime FPGA and 24 FireFly bidirectional optical
data links. The boards incorporate a 16-lane PCIe Gen 4 interface.

As part of the development process for the Run-4 upgrade, the FELIX firmware is sup-
porting a broader range of detector requirements, in addition to higher link and PCIe interface
speeds, and multiple bu↵ers per PCIe endpoint in computer memory. Aside from the GBT
protocol, the firmware will support the lpGBT protocol (the evolution of GBT), encoders and
decoders for the Inner Tracker Pixel and Strip [21, 22] and the 64b/67b-encoded Interlaken
protocol.

With respect to the software upgrades, the architecture will remain similar as in Run-3,
but with a di↵erent deployment scheme.
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à Significant improvement during 
commissioning and early data-taking to 
allow 100 kHz readout with data losses 
due to FELIX negligible



Readout
14

• FELIX for HL-LHC
• Maximum link speed : up to 25 Gb/s (current: 10 Gb/s)
• Supports: GBT, lpGBT, 64b/67b-encoded Interlaken
• Two prototypes FLX-181 and FLX-182

• AMD Versal Prime FPGA
• 24 FireFly optical links
• 16-lane PCIe Gen4

• All ATLAS readout will use FELIX + Data Handler
• ~14000 optical links with 25 Gb/s per link
• Data Handler – evolve from SWROD

Figure 7: TDAQ architecture for Run-4.

(a) FELIX card prototype: FLX-181

(b) FELIX card prototype: FLX-182

Figure 8: Run-4 FELIX card prototypes.

4.2 Integration with new systems: Inner Tracker

The ITk is an all-silicon tracker detector, with custom ASICs covering detector acceptance
up to |⌘| < 4. ITk is designed to surpass performance of the current tracker up to a pileup of
200.

Because its higher channel density, ITk is one of the major consumers of the DAQ band-
width. Due to its complexity and intense development schedule its integration with FELIX
began in 2019 and, by now, the FELIX readout of ITk is well advanced.

The FELIX firmware has been successfully tested for Pixel and Strip using Run-3 I/O
card. FELIX is being used in ITk system tests, large scale detector prototypes [23].

5 Conclusions and Outlook

FELIX is a novel readout system designed for the ATLAS experiment. In the ongoing LHC
Run-3, FELIX is being used to readout the new sub-detector systems, reducing the amount
of custom hardware, with respect to the previous architecture, in the data taking path. Both
firmware and software are mature and are being used for data taking sessions, showing a
good and stable performance for all the new systems (NSW, LAr and L1Calo). Looking
forward, the HL-LHC will challenge the ATLAS DAQ system and, starting from Run-4,
FELIX will readout the full detector. New FELIX cards are under development to replace
FLX-712, according to the technical specifications. The firmware is also under development,
and builds are produced for FLX-712. The current software architecture is being scaled for
Run-4. FELIX is already part of the production and testing of the new Run-4 sub-detectors
such as the Inner Tracker.

References

[1] ATLAS collaboration, The ATLAS experiment at the CERN large hadron collider,
JINST 3 (2008)
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(b) FELIX card prototype: FLX-182

Figure 8: Run-4 FELIX card prototypes.

4.2 Integration with new systems: Inner Tracker

The ITk is an all-silicon tracker detector, with custom ASICs covering detector acceptance
up to |⌘| < 4. ITk is designed to surpass performance of the current tracker up to a pileup of
200.

Because its higher channel density, ITk is one of the major consumers of the DAQ band-
width. Due to its complexity and intense development schedule its integration with FELIX
began in 2019 and, by now, the FELIX readout of ITk is well advanced.

The FELIX firmware has been successfully tested for Pixel and Strip using Run-3 I/O
card. FELIX is being used in ITk system tests, large scale detector prototypes [23].

5 Conclusions and Outlook

FELIX is a novel readout system designed for the ATLAS experiment. In the ongoing LHC
Run-3, FELIX is being used to readout the new sub-detector systems, reducing the amount
of custom hardware, with respect to the previous architecture, in the data taking path. Both
firmware and software are mature and are being used for data taking sessions, showing a
good and stable performance for all the new systems (NSW, LAr and L1Calo). Looking
forward, the HL-LHC will challenge the ATLAS DAQ system and, starting from Run-4,
FELIX will readout the full detector. New FELIX cards are under development to replace
FLX-712, according to the technical specifications. The firmware is also under development,
and builds are produced for FLX-712. The current software architecture is being scaled for
Run-4. FELIX is already part of the production and testing of the new Run-4 sub-detectors
such as the Inner Tracker.
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HLT Jargon

As any respectable system, we have lots of jargon to impress you...
 Lots more here: [HltExtendedGlossary]

Cluster?

Fast Calo

Fast Tracking

Track match

Precision Calo

Precision Track

Electron reco

Match?

Electron?

L1

FEX

Seed

Hypo

SequenceChain

Feature
extraction

Hypothesis

clusters

FeatureFeature

tracks

Trigger
Element

Input/Output
token for sequence

Schedules/executes 
HLT algorithms

HLT Steering

HLT
Result

Contains:
● Features
● Navigation
● Pass/fail decisions

Directed graph with
Trigger Element and 
Features as nodes

Navigation

Online processing
15

• Reconstruction of physics objects : e/γ, τ, b-jet, jet (large-R), μ, ETmiss

• Trigger logics and prescales (“Menu”) 
• A “Chain” – one logic (e.g. electron ET>28 GeV)
• Menu – collection of O(1000) chains with prescales

• Trigger-specific functionalities (different to offline)
• HLT rejects events (“early rejection”)
• HLT does regional reconstruction

(“RoI”)
• Need to record execution history

(“navigation”)

• Events are recorded in streams
• Physics: Prompt, Delayed
• Calibration, Express (DQ), Debug
• Trigger Level Analysis (TLA)

Only for illustration
(was - up to Run2)



Calibration/Monitoring
16

• Calibration (alignment, noise etc.) data are recorded with dedicated triggers (zero-
bias, random, noise-burst triggers etc.) into dedicated streams

• First-pass calibrations ready within 48 hours à bulk reconstruction of physics data 
• Online (trigger) uses the best-known (usually, latest) calibration constants, some 

exceptions are online-measured luminosity, beamspot (average x,y position of 
beam), dynamic pedestal subtraction of L1 calorimeter, etc.

• The data quality (DQ) is monitored at data-taking (online) and with express stream 
(before 1st pass reco)

DQ flag is set for every 
Luminosity-Block (LB; ~1 min.)
-> Good Run List (GRL) for 
physics



c.f. for perfect alignment of trackers
17

• Not only run-by-run, time-depending (during run) alignment is corrected at offline 
(for physics analysis) which is not done for trigger. (Trigger impact is negligible)

Online beamspot measured/used in trigger
• HLT beamspot is 

updated if a shift 
(~5%) is 
observed
• To balance 

between accuracy 
and stability



• L1 Calo
• New digital readout (SuperCell) providing 

higher granularity and resolution
• Better resolution power particularly for electrons

• All new trigger electronics (Feature 
Extractors)
• eFEX: isolated e/photon, tau
• gFEX: jets, tau, missing Et
• jFEX: large radius jets, missing Et

• Legacy system has been running for 2 years 
data taking in parallel to commissioning of 
the new system
• Gradually migrated to the new triggers once 

fully validated with real data
• Last ‘legacy’ triggers disabled recently in this 

year

L1 Upgrade [Run 3]
18

• L1 Muon
• Coincidence patterns to utilize newly 

installed detectors (NSWs), resulting 
in better discrimination against fake 
muon backgrounds

• ~12 kHz L1 rate reduction
• Activated in all sectors since this year
• ‘Monitored mode’ in the 

commissioning period, activated 
sectors by sectors once validated with 
real data

New for Run3: L1 Muon upgrade

Muon trigger detectors partecipating to the trigger logic:
RPCs, TGCs, NSW → new detector installed in Run3!

Coincidence patterns within parameterised geometrical
“roads” to identify muons

• NSW coincidence activated in all sectors this year
• better discrimination against fake muon background
• ↑ 12 kHz L1 rate reduction!
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New for Run3: L1 Muon upgrade

Muon trigger detectors partecipating to the trigger logic:
RPCs, TGCs, NSW → new detector installed in Run3!

Coincidence patterns within parameterised geometrical
“roads” to identify muons

• NSW coincidence activated in all sectors this year
• better discrimination against fake muon background
• ↑ 12 kHz L1 rate reduction!
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New for Run3: L1 Calo upgrade

Uses calorimeter energy deposits as inputs to calculate trigger objects:

• Electrons, photons, taus
• Large and small radius jets
• Missing transverse energy

New for Run 3:
• Feature Extractors (FEXes)

• eFEX: isolated e/y, taus

• jFEX: jets, taus, missing transverse energy

• gFEX: large radius jets, missing transverse energy

• New LAr Super Cells
• Higher granularity and resolution to increase discrimination power

• Higher e!ciency, better pile-up robustness for EM triggers

CHEP 2024 ATLAS trigger October 21st 2024 4 / 16



Full-scan tracking at HLT [Run3]
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• ML predictor in seeding

minimum and maximum absolute inverse slope of the track, |cot(✓)|, were calculated using r-z

coordinates and used as an input feature for training. ✓ is the angle of inclination of a hit-pair
with respect to the z axis. The longitudinal pixel cluster width, w⌘, measured in the ⌘ direction
was also extracted. ⌘ is the pseudorapidity defined as ⌘ ⌘ �ln[tan(✓/2)]. The MC generated
data in the [|cot(✓)|, w⌘] phase space behaves as a set of 1-dimensional distributions, each with
discrete w⌘. This characteristic is exploited to form an ensemble of predictors.

MC truth for seeds and their corresponding doublets were extracted from ATLAS track
seeding and used as targets in training. Doublets with correct hit association were defined as
truth 1, for which its hit-pairs belong to the same track. Conversely doublets with incorrect hit
association defined as truth 0, for which its hit-pairs do not belong to the same track. Hit-pairs
for the pixel barrel and endcap are handled separately in order to build regional classifiers. A
similar methodology was used for both, this paper outlines the approach taken for the barrel.

Figure 1: Seed illustration in r-z plane (mm)
of the ID. The inner doublet consists of hits 1,
2 and the outer doublet consists of hits 2, 3.
The longitudinal pixel-cluster width w⌘ (mm)
is measured in the direction of ⌘, where ✓ is
the angle of inclination with respect to the z

axis.

2.2. Classifier Development

The data was split into a training and a test dataset using a 70:30 split. The training data was
plotted in the phase space of [|cot(✓)|, w⌘] where discrete 1-dimensional bands were observed; this
is a direct result from the simulation of the pixel geometry on the modules. Figure 2 shows the
1-dimensional distributions of |cot(✓)| for w⌘  0.4 mm; a clear distinction can be seen between
the two classes. In order to discriminate between the correct and incorrect hit association, Bayes’
theorem was used, as it relies on having a prior probability of belief and a conditional likelihood.
The Bayes’ classifier was implemented in a generative way, as the likelihood was computed via
a Kernel Density Estimate (KDE) fitted to each correct hit association distribution of discrete
w⌘. The choice of bandwidth for the Gaussian kernel was optimised and determined using
Silverman’s method in order to prevent over- or under-fitting [3]. Therefore, each model was
trained as follows; the feature vector x comprising |cot(✓)| and the truth label of the doublet
formed the target vector y. For unknown data points, the class which maximised the posterior
was the class prediction.

After training, each classifier’s predictions were tuned using its corresponding Receiver
Operating Characteristic ROC curve [4] to yield a True Positive Rate (TPR) of 0.95 in
order to maintain a high purity of correct hit-pairs. Figure 4 shows the adjusted classifier
predictions for each distribution for pixel-barrel hits. A 2-dimensional acceptance-rejection
region is constructed; the black region of acceptance shows doublets predicted with correct hit
association, which follow a linear corridor trend with a moving average as the cluster width
increases. Regions of high rejection are predicted as areas with low pixel cluster width and large
track inclination, as well as large pixel cluster width and small track inclination. This is to be
expected to originate from the forward region of the detector. Overall, the recall (and TPR)
achieved for doublets with correct hit association was determined to be a tuned 95%. The purity

achieved was 56% and the F1 score 71%. For each classifier, the triplet selection e�ciency and
total rejection rate were also evaluated in order to give an indication of speed-up factor.

Figure 2: |cot(✓)| distribution for truth
pixel-barrel doublets from MC 13 TeV tt̄ <

µ >= 80 samples with w⌘  0.4 mm. w⌘

the pixel cluster width measured in the ⌘

direction, ✓ is the inclination angle of the
doublet with respect to z [5].

Figure 3: ROC curve generated from KDE-
based classifier predictions on pixel-barrel
doublet data for w⌘  0.4 mm. Area Under
Curve (AUC) achieved is 0.79. The model is
fitted with Gaussian KDE, trained on MC 13
TeV tt̄ < µ >= 80 samples [5].

Figure 4: Predicted classification of pixel-
barrel hit-pairs from the ATLAS pixel
detector to tracks corresponding to truth
particles. |cot(✓)|, where ✓ is the inclination
angle of the doublet with respect to z, vs pixel
cluster width measured in the ⌘ direction,
w⌘. Classifiers were trained using pixel-
barrel doublets MC 13 TeV tt̄ < µ >= 80
samples and used to discriminate between
doublets which have correct and incorrect hit
association [5].

3. Performance Evaluation
Classifier predictions for the pixel barrel (Figure 4) and endcap regions were implemented directly
into the ATLAS HLT Fast Tracking to reduce computational overheads. This was achieved
by converting the predefined acceptance region into a Look-Up Table (LUT) using a common
image processing technique known as Morphological Filtering [6].

A comparison of full scan ID e�ciencies as a function of MC truth track ⌘ and pT, for
the nominal seeding approach and with application of ML filtering within the pixel detector,
are shown in Figures 5a and 5b. The nominal seeding approach achieved an average tracking
e�ciency of 95% with respect to MC truth tracks. With application of ML filtering at < µ > =
80, an average tracking e�ciency of 93.9% was observed and speed-up by a factor of 2.3. The
main loss in e�ciency is observed at regions of large |⌘|, which may be a direct result of material
e↵ects from the forward detector region.
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• ML predictor in seeding

minimum and maximum absolute inverse slope of the track, |cot(✓)|, were calculated using r-z

coordinates and used as an input feature for training. ✓ is the angle of inclination of a hit-pair
with respect to the z axis. The longitudinal pixel cluster width, w⌘, measured in the ⌘ direction
was also extracted. ⌘ is the pseudorapidity defined as ⌘ ⌘ �ln[tan(✓/2)]. The MC generated
data in the [|cot(✓)|, w⌘] phase space behaves as a set of 1-dimensional distributions, each with
discrete w⌘. This characteristic is exploited to form an ensemble of predictors.

MC truth for seeds and their corresponding doublets were extracted from ATLAS track
seeding and used as targets in training. Doublets with correct hit association were defined as
truth 1, for which its hit-pairs belong to the same track. Conversely doublets with incorrect hit
association defined as truth 0, for which its hit-pairs do not belong to the same track. Hit-pairs
for the pixel barrel and endcap are handled separately in order to build regional classifiers. A
similar methodology was used for both, this paper outlines the approach taken for the barrel.

Figure 1: Seed illustration in r-z plane (mm)
of the ID. The inner doublet consists of hits 1,
2 and the outer doublet consists of hits 2, 3.
The longitudinal pixel-cluster width w⌘ (mm)
is measured in the direction of ⌘, where ✓ is
the angle of inclination with respect to the z

axis.

2.2. Classifier Development

The data was split into a training and a test dataset using a 70:30 split. The training data was
plotted in the phase space of [|cot(✓)|, w⌘] where discrete 1-dimensional bands were observed; this
is a direct result from the simulation of the pixel geometry on the modules. Figure 2 shows the
1-dimensional distributions of |cot(✓)| for w⌘  0.4 mm; a clear distinction can be seen between
the two classes. In order to discriminate between the correct and incorrect hit association, Bayes’
theorem was used, as it relies on having a prior probability of belief and a conditional likelihood.
The Bayes’ classifier was implemented in a generative way, as the likelihood was computed via
a Kernel Density Estimate (KDE) fitted to each correct hit association distribution of discrete
w⌘. The choice of bandwidth for the Gaussian kernel was optimised and determined using
Silverman’s method in order to prevent over- or under-fitting [3]. Therefore, each model was
trained as follows; the feature vector x comprising |cot(✓)| and the truth label of the doublet
formed the target vector y. For unknown data points, the class which maximised the posterior
was the class prediction.

After training, each classifier’s predictions were tuned using its corresponding Receiver
Operating Characteristic ROC curve [4] to yield a True Positive Rate (TPR) of 0.95 in
order to maintain a high purity of correct hit-pairs. Figure 4 shows the adjusted classifier
predictions for each distribution for pixel-barrel hits. A 2-dimensional acceptance-rejection
region is constructed; the black region of acceptance shows doublets predicted with correct hit
association, which follow a linear corridor trend with a moving average as the cluster width
increases. Regions of high rejection are predicted as areas with low pixel cluster width and large
track inclination, as well as large pixel cluster width and small track inclination. This is to be
expected to originate from the forward region of the detector. Overall, the recall (and TPR)
achieved for doublets with correct hit association was determined to be a tuned 95%. The purity

achieved was 56% and the F1 score 71%. For each classifier, the triplet selection e�ciency and
total rejection rate were also evaluated in order to give an indication of speed-up factor.

Figure 2: |cot(✓)| distribution for truth
pixel-barrel doublets from MC 13 TeV tt̄ <

µ >= 80 samples with w⌘  0.4 mm. w⌘

the pixel cluster width measured in the ⌘

direction, ✓ is the inclination angle of the
doublet with respect to z [5].

Figure 3: ROC curve generated from KDE-
based classifier predictions on pixel-barrel
doublet data for w⌘  0.4 mm. Area Under
Curve (AUC) achieved is 0.79. The model is
fitted with Gaussian KDE, trained on MC 13
TeV tt̄ < µ >= 80 samples [5].

Figure 4: Predicted classification of pixel-
barrel hit-pairs from the ATLAS pixel
detector to tracks corresponding to truth
particles. |cot(✓)|, where ✓ is the inclination
angle of the doublet with respect to z, vs pixel
cluster width measured in the ⌘ direction,
w⌘. Classifiers were trained using pixel-
barrel doublets MC 13 TeV tt̄ < µ >= 80
samples and used to discriminate between
doublets which have correct and incorrect hit
association [5].

3. Performance Evaluation
Classifier predictions for the pixel barrel (Figure 4) and endcap regions were implemented directly
into the ATLAS HLT Fast Tracking to reduce computational overheads. This was achieved
by converting the predefined acceptance region into a Look-Up Table (LUT) using a common
image processing technique known as Morphological Filtering [6].

A comparison of full scan ID e�ciencies as a function of MC truth track ⌘ and pT, for
the nominal seeding approach and with application of ML filtering within the pixel detector,
are shown in Figures 5a and 5b. The nominal seeding approach achieved an average tracking
e�ciency of 95% with respect to MC truth tracks. With application of ML filtering at < µ > =
80, an average tracking e�ciency of 93.9% was observed and speed-up by a factor of 2.3. The
main loss in e�ciency is observed at regions of large |⌘|, which may be a direct result of material
e↵ects from the forward detector region.
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Trigger Performance [Run3]
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• Electron
• Improved efficiency with L1 eFEX

New for Run3: L1 Calo upgrade (2)

Commissioning of the new system performed in steps:

• electromagnetic objects for the new Run-3
L1Calo trigger validated at the start of 2023
data-taking

• after tuning, allowed for up to 10 kHz rate
reduction and an improved e!ciency for
isolated electrons

• 2024 data used to fully validate the rest of the
system

• last “legacy” Triggers disabled recently
• overall performance improved

JINST 19 (2024) P06029

Next: highlight of performance for more calorimeter objects

CHEP 2024 ATLAS trigger October 21st 2024 5 / 16

• Tau
• L1 eFEX/jFEX combined, 

improved isolation
• Calo and Track info 

combined at HLT via ML 
(RNN) algorithms

Tau

• L1-Tau items combine inputs from eFex and jFex systems
• improved isolation thanks to high granularity
• tuning of standalone/combined systems crucial
• calorimetric and tracking information are then combined

at the HLT via ML algorithms (RNN)
• current Phase-1 L1 seeded HLT tau trigger performs

better to Legacy L1 seeded triggers at plateau
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• Large-R jets
• New opportunities at L1

Jets (2)

New opportunities with the Phase-1 system: Large-R jets at L1

• gLJ trigger items are based on large-R jet
objects from gFEX

• Jet Finder algorithm responsible to identify jet
objects:

• small block corresponding to small-R jets

• large-R jets area built with a seeded cone

algorithm

• pile-up correction by subtracting the energy

density per trigger tower

• alternative large-R jet object created in
L1Topo

• based on reclustered small-R jets with

pT > 40 GeV from jFEX

L1 item Rate at L → 2↑ 1034cm→2s→1

gLJ140 2.3 kHz
SC111-CjJ40 3.7 kHz

J100 4.3 kHz

L1calo public results

CHEP 2024 ATLAS trigger October 21st 2024 8 / 16

• b-jets
• Utilizes Pflow jets and 

tracks and vertex with 
ML (DNN) algorithms

• Jets
• Multi-jets utilize full-scan 

tracks, objects much close to 
Particle Flow (Pflow) 
objects at offline



Trigger level analysis (TLA)
22

• TLA: record trigger level objects only à high rate (relaxed prescale) 
• Can extend physics reach at low pT/mass regions

Challenges of TLA in Run 2

8

Huge background and small signal 
requires very precise control of all aspects 
of the analysis.   

Partial-event data requires a separate data 
handling pipeline (non-standard 
reconstruction, data cleaning, HLT object 
calibrations, etc.) 

Without tracking, pile-up suppression is 
difficult for low-pT jets.  [GeV]jjm
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Example: Custom jet calibration
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Analysis of two mass ranges with different L1 triggers (75 & 100 GeV) and different angular (y*) cuts. 

Factor of 2–5x improvement in coupling limits (roughly 1–2 orders of magnitude in cross section). 

Does not yet use strategies for other trigger limitations. 

Watch for improved results with the full Run 2 dataset!

Summary plots from the ATLAS Exotic physics groupPRL 121 081801



Trigger Menu at P1

Trigger Menu optimised with physics coordination to achieve:
• maximum physics output
• keep L1 rate around 95 kHz to minimise deadtime from readout
• total output bandwidth must not exceed 8 GB/s

• part of the farm dedicated to MC simulation and other ATLAS computing needs

• space for new ideas/physics needs

• balancing act between rate versus deadtime and system stability

Menu varies with luminosity and time
→

constantly fine-tuned according to running conditions and new developments

Trigger operation public results

CHEP 2024 ATLAS trigger October 21st 2024 11 / 16

Enhancing more physics sensitivity
23

• Trigger menu optimized with physics coordination 
to achieve
• Maximum physics output (physics priorities, high 

efficiency for rare processes, supporting triggers for 
calibration/efficiency measurements, …)

• Keep L1 rate to 95 kHz to minimize the deadtime from 
readout

• Total bandwidth within 8 GB/s
• -> Menu vs. luminosity/time : constantly fine-tuned 

according to running conditions and new developments

How to escape some of these limitations

Extended in Run3: usage of delayed streams
• increase in the farm capacity enables a larger recording bandwidth but we can’t

reconstruct promptly all the events recorded o!ine
• events in the b-physics and hadronic streams undergo o!ine reconstruction when

resources allow it

Extra data saved with Trigger Level Analysis (TLA)

• only records the Trigger results
(much smaller payload)

• possibility to save data at higher rates
• increased physics reach for low energy

systems

Trigger operation public results

CHEP 2024 ATLAS trigger October 21st 2024 12 / 16

TLA: high rates with small bandwidth usage

• Delayed stream
• Larger recording 

bandwidth that 
undergo event 
reconstruction 
only when offline 
resource allows

• B-physics and 
hardonic
signatures (such 
as HH->bbbb, 
bbττ）

Trigger Menu at P1

Trigger Menu optimised with physics coordination to achieve:
• maximum physics output
• keep L1 rate around 95 kHz to minimise deadtime from readout
• total output bandwidth must not exceed 8 GB/s

• part of the farm dedicated to MC simulation and other ATLAS computing needs

• space for new ideas/physics needs

• balancing act between rate versus deadtime and system stability

Menu varies with luminosity and time
→

constantly fine-tuned according to running conditions and new developments

Trigger operation public results

CHEP 2024 ATLAS trigger October 21st 2024 11 / 16



Trigger software
24

• Processing power demand has been increasing (e.g. full-scan calo/track), 
resulting in that HLT processing power becomes a bottleneck
• “Luminosity leveling” operation

• Almost complete redesign and rewrite of HLT framework together with 
significant updates in all HLT software
• ATLAS software framework adopted to support multi-theading (AthenaMT) 
• Multi-processing based on Intel’s Threading Building Blocks (TBB)
• Excellent memory sharing across computing cores ß doubling memory is much expensive than 

doubling core

• HLT framework takes full advantage of the AthenaMT scheduler
• Up to Run2: HLT framework is one single algorithm steering all trigger algorithms

4

Athena

● Athena is ATLAS’ primary trigger, o8ine reconstruc�on and 
analysis framework, it is a system of C++ libraries con*gured from 
python or database.

● Athena implements many of the components of Gaudi – a inter-
experiment framework.

● Algorithms are run sequen�ally over each event and data is 
passed via a singleton service “EventStore”.

● Each algorithm is implicitly data-dependent on a previous one.

Data Dependency

Event 1 Event 2

Time
A real ATLAS work:ow tends to be far more complex. The current HLT 
includes ~150 algorithms in ~2000 dependency chains

6

AthenaMT

● AthenaMT will use components of the mul�-threaded framework 
GaudiHive.

● AthenaMT will use the Intel Thread Building Blocks library to 
execute algorithms on available CPU threads.

● Algorithms using data from one event/collision can be parallelized 
and mul� events can also run in parallel . (Intra-event and Inter-
event parallelism). 

Time

Thread
1

2

3

4

Event 1
Event 2
Event 3
Event 4
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ATLAS Track Trigger
26

• Hardware track trigger
• Once tried in Run2 (“FTK”) : the aim 

was for 100 kHz (all L1) full-detector 
tracking with custom-made electronics 
à project canceled

• Initial HL-LHC TDR includes an 
option of hardware track trigger at 
Event Filter (with possible migration to 
L1), which was recently updated to 
either software-only or heterogeneous 
computing (e.g. commodity 
acceleration)
• Tracking software was largely 

optimized, resulting in a significant 
reduction in processing time 

Connecting the Dots. April 20-30, 2020

reconstruction software.
The improvements in the Inner Tracking system have been used to extrapolate the full ATLAS event re-
construction time to the HL-LHC environment, see Figure 4(b). Between the initial extrapolation and the
current estimation shown (blue circles) a significant improvement was achieved. Though the track recon-
struction is still requiring ⇡ 45% of CPU resources in this scenario. Furthermore this extrapolation is still
far above the assumed available resources shown as black solid lines. In order to speed-up the track re-
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Figure 4: Left: CPU requirements for track reconstruction with the ID during Run-2 and the simulated ITK
as a function of the mean pile-up hµi. The contributions of the Track Finding and the Ambiguity Resolution
to the total reconstruction are shown separately [5]. Right: Extrapolation of ATLAS CPU requirements as
a function of time. The blue circles labelled as Baseline show the estimates with the currently unchanged
track reconstruction, while Conservative and Aggressive R&D scenarios lead to the improvements shown as
blue triangles. The solid black lines show the assumed available CPU resources [2].

construction two di↵erent approaches can be performed. The first one is a speed-up of the existing track
reconstruction code, the second one is the R&D of new approaches. The first topic will be discussed in the
following section. An overview of the second topic is presented in Section 4.

3 Fast track reconstruction

The fast track reconstruction[7], originally motivated by the investigation whether a high level software
trigger would be possible for HL-LHC conditions, was a dedicated study to determine how the current
ATLAS track reconstruction workflow can be modified and tuned in order to achieve the desired High-
Luminosity event throughput. The study was performed using the ITk detector geometry at a pile-up of 140
and 200. Goal of the study was to decrease the CPU requirements for track reconstruction as far as possible
while the loss in physics performance should be kept to a minimum. The unmodified workflow, as shown in
Figure 5, was then successively changed with the primary goal to minimise the event processing time. In
this first assessment, slight degradation of physics performance was accepted in order to allow an aggressive
estimation of achievable speed-up factors. The performed modifications will be described in the following.
As a first step the Ambiguity Resolution, since it is the main contributor as seen in Table 1, will be

disabled. Since this part performs due to historical reasons additional tasks, a precise track fit would be
missing. Furthermore the b-tagging e�ciency is assumed to be reduced due to the missing NN cluster
splitting in jets. Some of the workload is thereby moved to the combinatorial track finding stage instead, in
order to suppress the creation of ambiguities in the first place. In addition the combinatorial track finder
performed in this workflow the task to estimate the final track parameters. Therefore the tracking cuts in
the track finder were tightened as shown in Table 2. As the cuts become more strict a speed-up e↵ect is
expected as well. Additionally an approximated material model and cluster correction was applied, while
the full detailed cluster calibration remained unchanged for the fast track reconstruction chain.
The next modification considers the seeding. While during Run-2 approximately 20% of CPU time was

3

ATLAS TDAQ Upgrades for HL-LHC Alessandra Camplani

(a) (b)
Figure 2: Comparative diagrams between the TDAQ System in Phase-II baseline 2(a) and evolved
2(b) scenarios [3].

• eFEX: electron and photon object,
• jFEX: single jets,
• gFEX: large R (or multi jet) triggers and global quantities, and
• fFEX: forward electromagnetic (forward jet) trigger objects at high h .

L0 Muon The L0 Muon system receives data from the upgraded Muon spectrometer and the
Tile calorimeter. Trigger performance improvements include both acceptance and momentum res-
olution. The New Small Wheel (NSW) Trigger Processor will be used to determine not only the
deflection angle with Thin Gap Chambers (TGC) in the Sector Logic but also the deflection an-
gle and the sagitta in the Monitored Drift Tube (MDT) Trigger Processor for a refined momentum

(a)
(b)

Figure 3: In 3(a) simplified block diagram of the barrel (top) and endcap (bottom) L0 Muon Trigger
System. In 3(b) rate estimation of the L0 single-muon trigger without and with MDT for the barrel
region [3].
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• Competitive “physics” efficiency 
(excluding electrons)

Tracking efficiency

18

[O(10-3) fake tracks:

Track candidates not matched to any particle]

NewNew

Trigger Tracking
[HL-LHC]

27

• A Common Tracking Software ”ACTS”
• Experiment-independent toolkit with modern 

language  (C++)
• ATLAS, sPHENIX, ePIC, ALICE, NA60+, CEPC, 

R&D platform
• Extending to parallelization à on GPU

• Exploring CPU, GPU, FPGA based solutions 
• Various R&Ds ongoing toward ‘technology 

choice’ decision in the next year
• Including state-of-the-art tracking algorithm such 

as using GNN which is getting know to be 
suitable for trackingATLAS GNN4ITk

Track Reconstruction Chain

Metric 
Learning

Module
Map

or

Graph Neural
Network

Connected
Components

Connected
Components

+ Walkthrough

or
𝑣଴௞ାଵ ൌ 𝜙ሺ𝑒଴௝௞ , 𝑣௝௞, 𝑣଴௞ሻ

𝑣ଵ௞ 𝑣ଶ௞
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ex.) FPGA Tracking
28

Tracking On FPGA in a Nutshell

5

Sliding window which can be optimized for FPGA solution• Track reconstruction is typical divided into multiple steps 
• Certain steps are more efficient on CPUs than FPGA 

• Example: A full precision track fit using Kalman filter is almost impossible to port to FPGA to the large memory 
requirement 

• However, data transfer between CPU and FPGA card has a latency overhead 
• Leads to a situation where the boundary between CPU and FPGA has to be optimized for best physics performance 
• Focus on one example solution for each step - final pipeline still to be decided

Data Preparation

6

• Data from the detector has to be processed to create the “clusters” which are used for 
tracking 

• Multi-step process with simple algorithms that can take advantage of FPGAs 

• Each step is implemented as separate a FPGA kernel within the Xilinx Vitis workflow

• Performance is individually tested through test vector created from full physics simulation 

• Successfully compiled into a single FPGA binary with strict requirements for interfacing 

• Limited resources required for these steps

Raw detector information Clustering Local to global

Unpack detector data to 
identify which sensors 

have been fired

Combine neighbouring 
sensors to form cluster 

Compute centroid and 
provide a global position 

of the cluster

Rest of FPGA 
pipeline Clustering (Pixel)

Clustering (Strip)

Local to global (Pixel)

Local to global (Strip)

Static 
Platform

User 
code

Resource usage in Alveo U250

Floor plan for  
Data prep kernel

Data Preparation
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• Data from the detector has to be processed to create the “clusters” which are used for 
tracking 

• Multi-step process with simple algorithms that can take advantage of FPGAs 

• Each step is implemented as separate a FPGA kernel within the Xilinx Vitis workflow

• Performance is individually tested through test vector created from full physics simulation 

• Successfully compiled into a single FPGA binary with strict requirements for interfacing 

• Limited resources required for these steps
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7

• Raw clusters need to be grouped into track candidates  
• Extremely complex problem due to combinatorial growth 

• Classical solution such as Kalman Filter are not easily portable to FPGA 
• Conformal transforms (eg Hough transform) are simpler algorithms that 

provides the same output 
• Optimized for FPGA implementation by using a shift-register inspired 

implementation  
• One of the different potential ideas being explored 

Hough Transform -  
group track candidate based on a conformal transform 

Get Clusters Fill “bins” in 
memory

Retrieve results 
for a slice

Shift operation for 
track candidates

1D bitshift 
Algorithm

Pattern Recognition 

8

• Implementation has been refined from previous implementation 
• Designed to fit within one super logic region in a FPGA 
• Similar testing procedure with testbeds using full physics simulation  

• Multiple copies of the same kernel for parallelization have been tested and gives 
similar results as single one 
• One static platform for communication with the memory blocks Static 

Platform

Floor plan for  
Bit shift pattern algorithm

Refinement of algorithm for optimized physics performance 

Fitting multiple kernels on  
one FPGA

ML Algorithm for Tracking
• Conformal transform is a relative simple/cheap pattern recognition 

algorithm 
• Cost: Lot of fake hit combinations & No figure of merit on fit quality 

• Need to preform a preliminary “Ambiguity resolution” without using the 
time consuming fit for each track 
• Leverage the performance of ML to predict this figure of merit? 

• Classify a vector of x/y/z position coordinates as coming from a 
'true or fake track’


• Large reduction in the fake tracks with relatively high efficiency! 
• Reject tracks with low score  
• This AI/ML idea allows conformal transform algorithm to fit within the 

data bandwidth requirements and enable this pipeline for FPGAs

9

Fake rejection algorithm 

Link 

Limited resources 
used by the NN

Data Preparation

Seeding/Finding : 1d bitshift

Ambiguity&Fake
reduction using ML
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• Completion of Run3 (“Phase-I”) Upgrade
• Full integration of NSW in L1 Muon
• L1Calo full upgrade

• This year was an important milestone
• More than 100 /fb collected! (record)

• And, already looking at the future
• ~200 interactions per bunch crossing (pileup)
• New inner detector trackers (all silicon)
• Various R&Ds for increased usage of GPUs and FPGAs both at software and 

hardware levels
• Large number of ML techniques already deployed and further being 

exploited

Conclusions

Very important year for the ATLAS trigger system
• huge run3 milestone: completion of Phase-1

commissioning!
• full integration of the NSW in the trigger logic

• L1calo upgrade fully exploited to maximise

physics output from hadronic signatures

• long year of data taking
• good LHC performances
• more than 100 fb-1 collected by ATLAS!
• now preparing for Heavy Ions → new challenges!
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And already looking at the future
• up to 200 collisions per bunch crossing expected to be delivered by the HL-LHC
• new inner detector system
• R&D for increased usage GPUs and FPGAa both at hardware and software level
• large number of Machine Learning techniques being explored/investigated
• several talks from ATLAS members covering these topics!
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