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Block diagram of readout system with FELIX

FELIX – Front End LInk eXchange



FELIX
● A generic detector readout concept, 

proposed by ATLAS Collaboration a decade 
ago, between front-end serial links and a 
commodity network

● Open-source firmware and software
○ Collaboration of different institutes

○ ANL, BNL, Bologna, CERN, IFIN-HH Bucharest, 

Nikhef, RU, RHUL, UC Irvine, Weizmann and 

Wuppertal

● Applications in HEP and NP experiments
○ ATLAS Phase-I Upgrade, ProtoDUNE-I and NA62

○ NSLS-II & ANL Light Source, sPHENIX at RHIC, 

SoLID at JLab, and FAIR CBM at GSI, Fermilab 

Test Beam

○ Future applications: ATLAS Phase-II Upgrade, 

EPIC@EIC, R&D of nEXO/DarkSide, ALICE and 

LHCb@HL-LHC
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FELIX Hardware Development @BNL
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FLX-711
@2017

FLX-712
@2018

FLX Ph2 
Demo
@2019

FLX-181
@2021

FLX-182
@2022

FLX-155 @2024 
(being developed)

PCIe Gen3 x16
48 x 10 Gb/s
DDR3

PCIe Gen3 x16
48 x 10 Gb/s

PCIe Gen3 x16
25 Gb/s with 
various optical 
modules

PCIe Gen4 x16
FMC+ 16x 25 Gb/s
12x 16 Gb/s
DDR4
PetaLinux

PCIe Gen4 x16
28x 10/25 Gb/s
(100 GbE)
DDR4
PetaLinux

PCIe Gen5 x16
PCIe Gen4 x16
(48+4) x 10/25 Gb/s
100 GbE
DDR4
PetaLinux

FLX-182B
@2023

PCIe Gen3 PCIe Gen4 PCIe Gen5 



FLX-182
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Picture of assembled FLX-182

• AMD Versal Prime FPGA XCVM1802

• PCIe Gen4 x16/2x8

• 24 FireFly links with 3 possible configurations
▪ 24 links up to 25 Gb/s

▪ 24 links up to 10 Gb/s (CERN-B FireFly)

▪ 12 links up to 25 Gb/s + 12 links up to 10 Gb/s

• 4 FireFly links with 2 possible configurations with 
14 or 25 Gb/s FireFly TRx

▪ LTI interface

▪ 100 GbE

• 1 DDR4 Mini-UDIMM

• USB-JTAG/USB-UART

• Boot: SD3.0/QSPI

• GbE

• White Rabbit

• PetaLinux



Status of FLX-182
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Picture of FLX-182 cards

• Hardware functionalities are fully validated
▪ Total 28 (24+ 4) links @ 25 Gb/s are available for 

data transmission
▪ PCIe Gen4 performance

• 2x Gen4x8 endpoints, theoretical payload 
bandwidth 120.47Gb/s for each endpoint

• 2 x8 endpoints: 2x 113.2 Gb/s, 94% of 
theoretical bandwidth

• 1 x8 endpoint: 1x 118 Gb/s, 97.9% of 
theoretical bandwidth

• Different flavors of FELIX firmware have been 
implemented, and functionality demonstrated

• 50+ FLX-182 cards have been produced for 
different HEP and NP experiments

▪ ATLAS Phase-II Upgrade, ALICE at CERN, and CERN 
DRD7 hardware platform

▪ ePIC at EIC
▪ sPHENIX at RHIC
▪ CBM/RE21 at FAIR



FLX-155
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Main features of FLX-155

• AMD/Xilinx Versal Premium FPGA: XCVP1552-
2MSEVSVA3340

• PCIe Gen4 x16 / PCIe Gen5 2x8

• 56 FireFly optical links

▪ Compatible with various options

▪ Default configuration for ATLAS
o 48 data links up to 25 Gb/s

o 4 links for LTI

▪ 4 links for 100GbE

• Electrical IOs

• 1 DDR4 Mini-UDIMM

• USB-JTAG/USB-UART

• SD3.0/QSPI

• GbE

• White Rabbit

FPGA
DDR4 Power Modules, 

control and monitoring

Electrical 

IOs

USB-

JTAG

/I2C

/UART

Flash

SD

Oscillations and 

Clock chips

12V input 

Connectors

RJ45-GbE

LEDs

Firefly 

(conn only)

Picture of assembled FLX-155



TTC Clock Scheme
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• Either recovered clock from TTC link, or clock from optical directly

• Recovered clock from TTC link

▪ Connected to GTYP to get recovered clock as system clock

▪ 4 TTC links on one B04

• Optional optical clock

▪ To use the optical clock as system clock directly

▪ One RX of B04 is connected to FPGA clock input. In this case, only 3 RX links left are connected to GTYP



Status of FLX-155
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• One FLX-155 has been produced and being tested at lab
▪ All functions work properly except minor issue with DDR4 memory

▪ All GTYP optical links have been verified with 25Gb/s

▪ PCIe Gen5 2 x8 performance have been evaluated

o PCIe Gen5 2 x8 endpoints, theoretical payload bandwidth 256Gb/s for each endpoint

o The throughput is 29.567 GB/s = 236.5 Gb/s, 92.4% theoretical maximum speed

o Taking head in the test data into account, it is 98% of theoretical maximum speed



PetaLinux
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• Arm cores in Versal Prime/Premium FPGA

▪ Dual-core Arm Cortex-A72 Application Processor
o Up to 1.7 GHz for 2X single-threaded performance

▪ Dual-core Arm Cortex-R5 Real Processor
o Up to 750 MHz for 1.4X greater performance

• The PetaLinux Tools offers everything necessary to 
customize, build and deploy Embedded Linux solutions on 
AMD processing systems

• PetaLinux can run successfully on Versal FPGA

▪ Boot loader

▪ CPU-optimized kernel

▪ Linux applications & libraries

▪ C & C++ application development

▪ Integrated web server for easy remote management of 
network and firmware configurations



System Monitoring and Self-test
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• BIST: A Built-In Self-Test package with firmware and software 
for FELIX card has been developed by BNL

• ARM Cortex-A72 CPU on Versal boots Linux from SD card
▪ Device drivers are already available for most peripherals
▪ May use standard utilities for tests, firmware updates, remote 

management and more

• Web application
▪ Sensor monitoring and peripheral configuration in an easy, 

convenient way
▪ Rapid development with Python
▪ Flexible configuration to support any board (requires a CPU, 

DRAM and storage)

• Status of key components through I2C bus
▪ FireFly
▪ DDR4
▪ Power supply
▪ Voltage and current: INA226
▪ Temperature: TMP435

Web-based BIST for FLX-182



BIST for Production Test
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• Finish production test and generate test report automatically

• Upload test results to DB once test is done



Development Plan
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• FLX-155 revision is being planned

• The revision design will be finished in about 6 months, and the test will be 
done in 2 months once it’s delivered

• New FLX-155 cards are expected to be available for users in 2025 fall



Summary
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• The FELIX is a generic platform for streaming readout, which has 
been and is going to be tested by several experiments - ATLAS at 
CERN, ePIC at EIC, sPHENIX at RHIC, LHCb at CERN, ALICE at CERN, 
CBM/RE21 at FAIR

• FLX-182 and FLX-155 have been developed for FELIX phase-II 
hardware platform. FLX-155 revision will be available for user in 
2025 fall



Thanks for your attention!
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