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Series of SRO workshop
u This workshop was initiated and led by EIC R&D Streaming Readout Consortium 

eRD23 and has been focusing on the development of streaming readout 
technologies for the Electron-Ion Collider (EIC).

u XII edition of the SRO workshop brings together DAQ specialist and 
experimentalist from all over the world, to discuss the learning experience from 
existing streaming DAQ system and collaborate on future Streaming DAQ system 
at many facilities and experiments and in particularly the EIC.

u This XII is the first time to be held in Asia. 
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SRO I online, Jan. 2017
SRO II at MIT, Jan. 2018
SRO III at JLab (link), Dec. 2018
SRO IV at Camogli (link), May, 2019
SRO V at BNL (link), Nov. 2019
SRO VI online (link), May, 2020
SRO VII online (link), Nov, 2020

SRO VIII online (link), Apr, 2021
SRO IX online (link), Dec, 2021
SRO X at JLab (link), May, 2022
SRO XI at Hawaii/Satellite of APS/JPS (link), Nov-Dec, 2023
SRO XII at Tokyo (link), Dec, 2024

https://indico.jlab.org/event/289/
https://agenda.infn.it/event/18179/
https://www.bnl.gov/srv2019/
https://indico.jlab.org/event/378/
https://www.bnl.gov/srvii2020/
https://indico.mit.edu/event/1/timetable/?view=standard
https://indico.phy.ornl.gov/event/112/
https://indico.jlab.org/event/519
https://indico.bnl.gov/event/20010/
https://indico.bnl.gov/event/24286/


Streaming readout 3
u Streaming readout is the new paradigm of the DAQ in HEP and NP community.

u Need to cope with high-rate interactions and large data volume 

u Needs to record complex events, which are hard to be implemented in the hardware triggers

u Thanks to new developments in computing and network technologies 

u The system will be very complex to handle continuous readout from detectors, continuous 
data processing in real-time (reconstruction, calibration, physics analysis), and orchestration 
of large systems and large number of processes.

u This needs strong collaborations between DAQ experts, software experts, computing experts, 
and physics analyzers!!



Streaming readout at ePIC
u Streaming readout is the base for ePIC.

u Compute-Detector Integration
u Acceptance of 100% events and final state particles 

u Rapid turnaround of 2-3 weeks from raw data stream to physics analyses with full calibrations
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Streaming readout for continuous data 
flow of the full detector information. 

AI for autonomous alignment, calibration, 
and validation for rapid processing. 

Heterogeneous computing for 
acceleration (CPU, GPU). 

ePIC streaming computing model
Integration is challenging due to complex composition of 
SRO systems:  RDO, DAM, switch/load balancer, 
Computing, HW accelerators, software framework for 
timeframe building, data transport and workflow-based 
distributed processing, Orchestration (PanDA + Rucio)

Markus, Torre

Luca, Cristian, FabioJeff, William, Fernando

https://indico.bnl.gov/event/20960/contributions/82385/attachments/50619/86546/ePIC-StreamingComputingModel.pdf


SPADI-Alliance in Japan
u Streaming readout are common needs in the entire nuclear physics of Japan 

u Low energy physics at RIBF in RIKEN and at RCNP in Osaka University

u Hadron physics at the hadron-hall facility in J-PARC and RARiS at Tohoku University

u High-energy QCD physics at the facilities outside Japan (LHC-ALICE, EIC-ePIC, FAIR-CBM)

u SPADI-Alliance was established in 2022. 
u >140 researchers and 24 institutes from different experiments and different facilities

u 7 working groups (FEE, Timing, framework, real-time processing, UI, Computing …)
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T. Gunji as convener

Shinsuke, Kotaro, Tomonori and posters



XII edition of SRO workshop
u XII edition of SRO workshop addresses:

u Streaming DAQ and experiences at many facilities

u Real-time calibration and data processing in SRO and heterogeneous computing

u Application of AI/ML technologies

u ASICs, FECs, Data Aggregation, new challenges for SRO

u Establishment of work plans for the future SRO system

u At this time, we had a lot of contributions from AI4EIC
to discuss the development and implementation of 
AI/ML based technologies in the SRO. This was successful 
and will be very likely considered in future editions.

u T. Gunji (chair), M. Battaglieri, J. Bernauer, A. Camsonne, M. Diefenthaler, 
C. Fanelli, T. Horn, T. Hachiya, Y. Goto, Y. Sekiguchi, S. Ota (SPADI-A), H. Baba (SPADI-A)
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XII edition of SRO workshop
u https://indico.bnl.gov/event/24286

u The number of registrants = 107 
u In-person attendance = 45

(31 from Japan, 14 outside)

u Zoom attendance = 62 
(16 from Japan, 46 outside)

u 38 presentations + 7 posters
u 23 talks online, 15 talks in-person  
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https://indico.bnl.gov/event/24286


Streaming readout experiences
u JLab: CODA, JANA2, EJFAT, ERSAP

u BNL: RCDAQ

u Japan: nestDAQ, artemis (offline-online SW) 
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David, Jeng-Yuan, Carl, Hanjie, Nathan

Martin, Charles, Genki

Shinsuke, Tomonori, Kotaro

EJFAT: ESnet-JLab FPGA Accelerated Transport
ERSAP: Environment for Real-time Streaming, Acquisition, and Processing Framework

https://portal.fabric-testbed.net/about/about-fabric

International infrastructure for cutting-
edge research in the areas of networking, 
storage,  distributed computing, machine 
learning, science applications, etc.

https://portal.fabric-testbed.net/about/about-fabric


Streaming readout experiences
u JLab: CODA, JANA2, EJFAT, ERSAP

u BNL: RCDAQ

u Japan: nestDAQ, artemis (offline-online SW) 
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David, Jeng-Yuan, Carl, Hanjie, Nathan

Martin, Charles, Genki

Shinsuke, Tomonori, Kotaro

EJFAT: ESnet-JLab FPGA Accelerated Transport
ERSAP: Environment for Real-time Streaming, Acquisition, and Processing Framework



Real-time processing with AI/ML in SRO
u Real-time reconstruction 

u Autonomous selection of physics events (Cameron Dean)

u Data filtering on GPU and FPGA for the dRICH detector (Luca Pontisso, Cristian Rossi)
u Fast ML on FPGA for Particle Identification and Tracking (Sergey Furletov)

u Deep(er)RICH - Deep Reconstruction of Imaging Cherenkov Detectors (James Giroux)
u Data processing acceleration for the Belle II experiment (Qi-Dong Zhou)

u Data compression 
u Real-Time data reduction with Artificial Intelligence for SRO (Fabio Rossi)

u Neural Compression for sPHENIX sparse TPC Data (Yihui Ray Ren)
u Decision tree autoencoder on FPGA (Tae Min Hong)

u Experiment control
u AI for Experimental Control (Torri Jeske)
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Real-time processing with AI/ML in SRO 11
Stream sPHENIX-MVTX and INTT to FPGAs and 
determine if HF event is present through topology

GNN-based tracking and decision 
algorithm ported in FELIX-712 

Compression ~ 30

deploy an AI system to autonomously adjust detector 
controls during data acquisition 

GlueX Central Drift Chamber

Cameron

Fabio

Yihui Ray 

Torri



ASICs for SRO
u ePIC ASICs and ASICs from OMEGA and INFN

u SRO ASICs and systems from CAEN, NALU, ALPAHCORE

u Streaming capable ASICs with AI/ML features
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Fernando, Christophe, Angelo

Giovanni, Luca, Esko

Soumyajit

No Change Modify trig, mem, CLK dist.

CAEN-FERS: all-in-one readout system based 
on FE ASICs



Data aggregation
u FELIX card (BNL)
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Hao Niko

FLX-155 revision will be available 
for user in 2025 fall

u PCIe400 

Next steps for the PCIe400



For the Future
u ePIC collaboration meeting 

u "ePIC Data: From Detector Readout to Analysis”, parallel session at the ePIC Collaboration 
meeting, January 20–24, 2025, Frascati, Rome. 

u Discussions among detector teams, software & computing teams, DAQ teams, and PWGs 
are super-demanding and critical for the future developments

u Next edition of SRO workshop in 2025
u Catania in Italy (M. Battaglieri & M. Bondì)
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