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Introduction
• 100% streaming coming. Verification that data is correct is necessary

• All ladders receive the common BCO (no hit required)
• Strobe is unique freq. (no hit required)
• GL1 finding in INTT stream 
• Other issues

• Production (Event combiner) is stuck at events ~78k 
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Strobe BCO variation among 112 half ladders 
in stream data (run49660)

• All ladders have the same Strobe BCO (70k events analyzed)
• My private decoder is used to get strobe BCO (no hit required) 
• Overflow/Underflow of the difference is shown at 499/-499 for clarity
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Run 49660 streaming

• INTT4 8, 10, 11 are 
masked. 

• Bad BCO comes 
from the masked 
ladders
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GTM BCO variation among 112 half 
ladders in TRIGGERED data (run48007)

• Event where Difference = 0 comes from the last event or fragment of the 
event from previous run

• N bad = 7 in this case
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BCO frequency

• Stream : Strobe freq = 120
• Trigger : GTM BCO freq = 16 ~ 3000 (dead 16x? in GL1)

• No smaller than 16 

Stream(47977) Trigger(50340)

StrobeBCO – Prev StrobeBCO GTM-BCO – Prev GTM-BCO

2024/8/6 6



GL1 finding efficiency by Fun4All
• Efficiency is calculated using 

Fun4All
• Efficiency ~ 94%
• MC shows similar efficiency by 

Genki
• PYTHIA + GEANT

• Results from F4A looks strange
• Slightly different with that from my 

version.
• Need to investigate

Takashi’s GL1 finding code

Fun4All GL1 finding code

GL1
Matched

GL1
Matched
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Offline production issue for streaming data
• Event combiner (decoder) hanged up at event~78k always

• Joseph and I are investigating this issue 
• I analyzed run 49960,  6M events, 12m:50s, 4 files
• I used ddump to decode the evt file (event combiner not used)
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Analysis by ddump

• At the beginning of run, Nbco in packet ~ 60, then drop down to 0 , then going up to 
1~20 

• Nbco in packet ~ 60 : 1s  (up to 78k events)
• Nbco in packet =   0 : 1-9s  (no BCO found in ddump)
• Nbco in packet =  1~20 : 9 – 222s

• This behavior seen in 1st file. 

File0 (20GB) File1 (20GB)
Begin 0xfe7d0e4891,  end: 0xfefae9b561
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EndBCO : 0xfe7d0e4891
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• This issue needs to be investigated in more detail
• BCO stuck (bad) but recovered later (good) 

BCO stuck (8.7s)

0xfe0069db89

0xfe055a6159

1s
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Thought about this period
• What I saw

• When I ran the fun4all event combiner, the process was always stuck at ~78k events.  
Process was killed by system after many hours

• When I ran my private decoder, 30GB memory was used then killed by system
• From this, I suspect that BCO info may not be available in this stuck period

• Both decoders look for the strobe/GTM BCO. 
• If next BCO is not found, all hits gets stored in the memory until next BCO is found.
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No BCOFULL found in raw data in the yellow region

• “f0XYcaf0” is the header of FELIX 
payload

• X : ladder ID
• Y: Payload size always 0,  = size = 7

• “cade” is the hit header,  next word is
BCOFULL

• DATA is little endian

RCDAQ event=1415 RCDAQ event=1416 (yellow region)

Last BCO, after this, no 
BCO found in this event

There are data 
but No BCO
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Thought from the raw data
• No BCO is found in the yellow

region. But some data there
• No “cade” header (hit header)

• But data (payload) exist in the 
FELIX (payload always comes)

• Looks like “running crazy”
• Saw similar behavior such as 

calibration mode last year
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How to make plot / check raw data
• Data:

• “/sphenix/lustre01/sphnxpro/physics/INTT/physics/physics_intt0-00049960-0000.evt”

• Method
• ddump to make text file (because fun4all decoder doesn’t work)

• ddump -n 0 -f /sphenix/lustre01/sphnxpro/physics/INTT/physics/physics_intt0-00049960-0000.evt > data.txt
• Extract particular character (I used “c++” code, need to compile)

• /gpfs/mnt/gpfs02/sphenix/user/hachiya/INTT/INTT/general_codes/hachiya/InttEventTree/logana/logana.cc
• ./a.out > data_bco.txt

• Extract more
• grep “Number” data_bco.txt > uniqbco.txt

• Run macro to make TTREE
• root –b –q  plot_uniqbco.C -> uniqbco.root created

• Make plot using TTREE
• in uniqbco.root, ntp->Draw(“nbco:nevt”) // use draw option if you want

• Find boundary of the “yellow” region by eye

• DDUMP for particular event
• ddump -e 1415 -f /sphenix/lustre01/sphnxpro/physics/INTT/physics/physics_intt0-00049960-0000.evt | less

• DDUMP  binary data (you can see raw data w/ HEX format)
• ddump -e 1417 -g -s -f /sphenix/lustre01/sphnxpro/physics/INTT/physics/physics_intt0-00049960-0000.evt | od -t x4 | less
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Summary
• What found

• All ladder have the same BCO 
• Strobe BCO is always 120
• GL1 finding efficiency ~ 94% but not consistent w/ Fun4All method
• Event combiner stuck
• Strobe BCO in stream data stuck and recovered later 
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1415

• 最後のBCOの後、CADEは
無くなる。 しかし、デー
タ自身はある。以前あった、
CALIB時の大量データと同
じように、見える

• 発狂するときと同じ

RCDAQ_Evt=1415

1415 last BCOFULL after this, no BCO FULL found
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Run 49660 streaming (68k evts)

Bad from 8, 10, 11
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Triggered

• Nbad appeared at event=-1 (fragment of the last run) and the last event based on the log file2024/8/6 18



backup
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1 BCO DIFF QA plot as offline QA 
• BCO diff plots are required as offline QA
• For the streaming mode, I thought it cannot be made using F4A, 

but I found I can do it. 
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NegativeBCO + BCORange

Strobe
INTT

Collision

GL1

Left
Right

Negative: 120-23, 
Range120-23

Negative: 120, 
Range: 240

We can choose the range
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NegativeBCO + BCORange

Strobe
INTT

Collision

GL1

Left
Right

Negative: 120-23, 
Range120-23

Negative: 120, 
Range: 240

Second peak seen. 
Could be mixup?
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GL1

Sensor FPHX ROC

MBD
GTM

Server
Strobe

BCO_FULL

BCO
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INTT readout diagram for (extended) trigger mode
GL1BCO (40bit) comes with trigger

Stream mode Triggered GL1BCO is not available in INTT system
• GL1BCO is received from GTM 

• System is synchronized
• TimeStamp (GL1BCO) is available but not sync to trigger



Timing diagram for Trigger mode

• Data is taken with the trigger
• Any other hits are not recorded. 
• Standard way to take data. CALO system use this. 
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Trigger (MBD)

L1 Delay

Trigger (INTT)

INTT data
Ignored



Timing diagram for the extended mode
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Trigger (MBD)

L1 Delay
Extended time (8 ~ 10us)

Trigger (INTT)

INTT data
Ignored

• Data taking window starts by the trigger and keep up to the extended time(10us)
• All the hits are recorded within the extended period of time.  But some deadtime remain
• INTT (and TPC) use this mode for now
• DAQ rate is limited by 20KHz (50us)

• We have more data but still lose some data
• 10% more MB data based on Jin’s estimate



Timing diagram for the stream mode

Trigger (MBD)

L1 Delay
Trigger (INTT)

INTT data

Strobe

Extended time (8 ~ 10us)
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• Data is taking continuously without deadtime
• The strobe (start DAQ) is issued repeatedly (once per 120 BCO = 1 RHIC cycle) 

and open (120BCO periods)
• All the hits are recorded without the dead time
• New and ideal mode INTT (and TPC), need to test if it works



1 BCO DIFF QA plot as offline QA 
• BCO diff plots are required as offline QA
• For the streaming mode, I thought it cannot be made using F4A, 

but I found I can do it. 

Strobe

INTT

Collision
GL1

Nagative BCO

BCO Range

Strobe
INTT

Collision

GL1

2024/8/6 27



Extended mode

• BCOFULL in data is the same with GL1BCO
• Issue/Questions

• If second GL1 comes during the extended time, what happen?

Dead
Time
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Time Dead

Time
Dead
Time

INTT

Collision

GL1
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Snapshot of the event reconstruction for the extended mode

• Extended mode is analyzed (Run40742)
• FPHX BCO (7bit) for single event

• Red：Trigger

• Shows the BCO peak is synchronized with the trigger and additional peak are there which is 
the additional data taken during the extended time

FPHX BCO (chip) for one event
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FPHXBCO



More examples for the extended time
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Testing stream mode
• To make the stream mode simple, Raul proposed

• Strobe is issued once per 120 BCO (= one RHIC cycle)
• FPHX BCO is reset by 120 BCO (=one RHIC cycle)

• These happens at the fixed bunch ID 
• Raul set these during the abort gap
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Strobe
Reset



FPHX BCO distribution from the stream mode
• Abort GAP clearly seen
• Strobe and Reset 

works as expected 
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Strobe
Reset



Bunch vs FPHX BCO

• Bunch and BCO is synchronized 
because the BCO is reset at the 
BUNCH

Bu
nc

h

FPHXBCO
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GL1 finding efficiency

• Finding efficiency is similar for both the stream and triggered
• It looks that the stream mode works properly 
• Previous study : 97%. Why?

• Offset between GL1 and recoBCO is changed. Why?
• previous offset was 19, now it is 23
• If we find the reason, it can use it. Otherwise this should be a calibration parameter

Streaming (run47977) Triggered (run47982)
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Run 49660 streaming INTT0 evt file check

• File0 last BCO
• 29 0xfe0069db11
• 30 0xfe0069db89
• この後、BCOがジャンプし、次

に出てくるのが以下。
• この期間のBCOFULLがない。

• 0 0xfe055a6159
• File1 first BC0

• 0 0xfe7d0e4891
• 1 0xfe7d0e4909

• Duration time: 12m50s
• File0 のLast BCOがあるのは

77k evtのあたり
• File0の最後のBCOとFile1の

最初のBCOの時間差は220s
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File0 (20GB) File1 (20GB)
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Analysis by ddump
File0 (20GB) File1 (20GB)

Begin 0xfe7d0e4891,  end: 0xfefae9b561
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BeginBCO 0xfdffda9631,  
EndBCO : 0xfe7d0e4891
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