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`Documentation in wiki
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Wiki link

https://wiki.sphenix.bnl.gov/index.php?title=The_analysis_plan_of_Cheng-Wei_Shih
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Wiki link

https://wiki.sphenix.bnl.gov/index.php?title=The_analysis_plan_of_Cheng-Wei_Shih
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`Documentation in wiki - INTT overview
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Wiki link

https://wiki.sphenix.bnl.gov/index.php?title=INTT_Overview
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`Modules available 
• INTTHitMap (GitHub): a module to make the half-ladder by half-ladder hitmap


• INTTHitMapEvt (GitHub): a module to make the half-ladder by half-ladder & event-by-
event hitmap


• INTTvtxZTrapezoidal (GitHub): a module to reconstruct the vertex Z by INTT and save the 
reco. vertex Z into DST


• TH2INTT (GitHub): a module for presenting INTT in the unit of half-ladder

- Valid under the ROOT framework, can be updated for g++ compilation upon necessity


• The instruction can be found in the readme.md of each folder 

5

https://github.com/ChengWeiShih/INTT/tree/main/general_codes/CWShih/INTTHitMap
https://github.com/ChengWeiShih/INTT/tree/main/general_codes/CWShih/INTTHitMapEvt
https://github.com/sPHENIX-Collaboration/analysis/tree/master/INTTvtxZTrapezoidal
https://github.com/sPHENIX-Collaboration/INTT/tree/main/general_codes/CWShih/TH2INTT
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`Hitmap module for checking bad channel map

6

0

5000

10000

15000

20000

25000

30000

35000

hitmap_F3_Fch0

0 2 4 6 8 10 12
Chip ID (12 -> 0)

0

50

100

150

200

250

C
ha

nn
el

 ID

hitmap_F3_Fch0

0

2000

4000

6000

8000

10000

12000

hitmap_F2_Fch9

0 2 4 6 8 10 12
Chip ID (12 -> 0)

0

50

100

150

200

250

C
ha

nn
el

 ID

hitmap_F2_Fch9

0

2000

4000

6000

8000

10000

hitmap_F3_Fch0

0 2 4 6 8 10 12
Chip ID (12 -> 0)

0

50

100

150

200

250

C
ha

nn
el

 ID

hitmap_F3_Fch0

0

5000

10000

15000

20000

25000

30000

35000

40000

hitmap_F2_Fch9

0 2 4 6 8 10 12
Chip ID (12 -> 0)

0

50

100

150

200

250

C
ha

nn
el

 ID
hitmap_F2_Fch9

New map: /sphenix/user/jaein213/macros/inttcalib_fee/hotmap_cdb/hotmap_cdb_54280_100000_DST_1114.root (Also in CDB)

Old map: /sphenix/user/jaein213/macros/inttcalib/hotmap_cdb_1031/hotmap_run_00054280.root

Map provided by Jaein. New map: bad channels determined half-ladder by half-ladder
Total bad channels: 14702 → 4% of INTT channels

Map provided by Jaein
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`Vertex reconstruction module
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• A F4A module (GitHub Link) prepared to save the INTT reconstructed vertex Z into DST for the MBD timing calibration
- Have informed Mickey

• Todo:
- Replace the current one in the coresoftware/offline/package/intt
- Optimize the module to handle multiple collisions in one strobe length (and even in one bunch crossing)
- Take a look the vertex XY reconstruction module as well

  InttZVertexFinderTrapezoidal( 
    const std::string &name = "InttZVertexFinderTrapezoidal", 
    std::pair<double, double> vertexXYIncm_in = {0, 0}, // note : in cm 
    bool IsFieldOn_in = false, 
    bool IsDCACutApplied_in = true, 
     
    std::pair<std::pair<double,double>,std::pair<double,double>> 
DeltaPhiCutInDegree_in = {{-1,1},{-1000.,1000.}}, // note : in degree 
     
    std::pair<std::pair<double,double>,std::pair<double,double>> 
DCAcutIncm_in = {{-1,1},{-1000.,1000.}}, // note : in cm 
     
    int ClusAdcCut_in = 35, 
    int ClusPhiSizeCut_in = 8, 
    bool PrintRecoDetails_in = false 
  ); 

https://github.com/sPHENIX-Collaboration/analysis/tree/master/INTTvtxZTrapezoidal
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`The spikes in multiplicity correlation
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There are some events that the N inner cluster < N outer cluster
The outliers are correlated to the outlier groups in the MBD-INTT multiplicity correlation
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`The spikes in multiplicity correlation
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Current conclusion: the hits are carried 
over to the next event

Direct evidence of hits been carried over
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`Sensor by sensor check
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• |MBD vertex Z| ≦ 10 cm 

• MC entries vertex Z reweighing applied 

0 500 1000 1500 2000 2500 3000
 (inner, type B)AllNClus

0
0.5

1
1.5

2

D
at

a/
M

C

 (inner, type B)AllNClus

4−10

3−10

2−10

1−10

1

10

210

En
tri

es
  (

/3
2.

00
)

Data
HIJING

 InternalsPHENIX

0 500 1000 1500 2000 2500 3000
 (inner, type A)AllNClus

0
0.5

1
1.5

2

D
at

a/
M

C

 (inner, type A)AllNClus

4−10

3−10

2−10

1−10

1

10

210

En
tri

es
  (

/3
2.

00
)

Data
HIJING

 InternalsPHENIX

Run 54280 (run24)

Type BType A

The data suggests a more investigation in type B sensors
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`Sensor by sensor check
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Sensor-by-sensor check in (NClus, Clusη, ClusZ): /sphenix/user/ChengWei/INTT/INTT_dNdeta_repo/DST_MC/PrepareDistribution/
Dist_compare/Comp_SensorCheck_INTTvtxZQA_vtxZDiff_vtxReweightINTT_RangeMBDzM10p0to10p0/sensor_check

Overall speaking, all type A sensors have relatively better agreements
No particular type B sensor with distinct behavior, all are with rather large discrepancies → more checks needed
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`Sensor by sensor check
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`Comments from Doctor Okido
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Doctor Okido

• As of today, I think it’s fair to say that INTT group understands the INTT detector much better than the 
MVTX/TPC groups understanding their detectors

- It may be a unfair statement to them. But the takeaway is that INTT group has been working hard 

on the optimization of INTT operation, and understanding the detector  


• As of today, the understanding on INTT detector is in the ballpark, say ~97% level? 


• In addition, the members of INTT group are in the stage of pushing the physics results out based on 
this detector (predominantly/partially) 

-  Flow v2, dNdEta, silicon-seeding & EMCal matching for several topics, etc


• We also know that understanding of the detector is the foundation of having the best physics results 
out


• There are still some open questions remained for the INTT detector (could be urgent or relevant to the 
analyses)

- We would need people to work on those service tasks  

• I would like to re-iterate and urge more people to, in addition to the development of the codes 
for the physics results, look into the data! 
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`The open questions remained to INTT
• INTT timing resolution (It’s just not 1, so, how much?)

• INTT chip timing (the chip timing can shift, is it a severe issue ?)


- Impact: cold-QCD analyses, charged hadron, inclusive photon, photon-jet

• INTT good run list


- Impact: cold-QCD analyses, charged hadron, inclusive photon, photon-jet, all sPHENIX physics analyses

• Coarse delay scan practice (Find the way to find the best coarse-delay for data taking)


- Impact: run 2025 data taking 

• INTT carried-over hits (New way check?, automation, correlation b/w mix-up hits and opentime & ncollision)

• Threshold setting of run 2025 (We under-estimated the real edep spectrum in run23 and 24)


- Impact: run 2025 data taking

• Spikes at 43 and 46 of cluster phi size distribution (Can we have the way to reject them?)


- Impact: V2 measurement & dN/dEta with cluster approach, and tracking efficiency study 

• The discrepancy between INTT and MC


- Impact: basically all the physics analyses, dN/dEta with cluster approach, and tracking efficiency study

• INTT radiation damage


- Impact: run 2025 data taking

• INTT geometry optimization


- Impact: All analyses, V2 measurement, dN/dEta, streaming-calo match
14

The brief description  can be found in google doc

https://docs.google.com/presentation/d/1yT5MvDlxw5-oxLY_kLdIcSICUpE5x4XVPppj2PBgaS8/edit?pli=1#slide=id.g31ae2eef0d8_2_6
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The brief description  can be found in google doc

If you questioned “what don’t you do the service tasks also”?

https://docs.google.com/presentation/d/1yT5MvDlxw5-oxLY_kLdIcSICUpE5x4XVPppj2PBgaS8/edit?pli=1#slide=id.g31ae2eef0d8_2_6
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14

The brief description  can be found in google doc

If you questioned “what don’t you do the service tasks also”?
Ans. “I was, am and will be working on it”

https://docs.google.com/presentation/d/1yT5MvDlxw5-oxLY_kLdIcSICUpE5x4XVPppj2PBgaS8/edit?pli=1#slide=id.g31ae2eef0d8_2_6
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`INTT relevant service tasks I’ve worked on
1. Clone hit

2. Geant4 survey geometry implementation 

3. G4Step → G4Hit type B sensor bug fix

4. Streaming - calophysics event matching (both run23 and run24)

5. Beam background study

6. Carried-over hits (event mixed-up) 

7. Calibration cross check


1. INTT timing (chip time_bucket issue, INTT timing resolution, event-by-event peak)

2. Justification of bco_diff cut

3. Bad channel map check


8. INTT vertex Z module 

9. Cluster phi size distribution

10.INTT radiation damage

11.Criterion  of clustering in Z
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`

• Clone hit : In one event (same bco_full), same pid, module, chip_id 
and chan_id. The adc might (can) be different

INTT clone hit - cosmic run 25952
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`INTT Geant4 original status 
• Overall speaking, it’s well made and lots of work has been done. Beautiful structure!

• Geometry: more and less ideal geometry

• Some numbers are not “that” correct (sensor radius and z position), but should be minor


• No half-barrel structure introduced. All the components are independent and have the 
same center reference, the trackerenvelope 
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`INTT Geant4 issue spot - 3
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`Sanity check - INTT timing resolution
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`Sanity check  - Cluster phi size distribution
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`INTT sensor leakage current
• Duration: 2024-07-11 to 2024-10-21

• Number of runs: 24431

• Run type: physics

• Run duration > 10 mins

3

pp and AuAu collision runs both included
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`Cluster Z size distribution
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Run24 Au+Au Data, run 54280
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`INTT relevant service tasks I’ve worked on
1. Clone hit

2. Geant4 survey geometry implementation 

3. G4Step → G4Hit type B sensor bug fix

4. Streaming - calophysics event matching (both run23 and run24)

5. Beam background study

6. Carried-over hits (event mixed-up) 

7. Calibration cross check


1. INTT timing (chip time_bucket issue, INTT timing resolution, event-by-event peak)

2. Justification of bco_diff cut

3. Bad channel map check


8. INTT vertex Z module 

9. Cluster phi size distribution

10.INTT radiation damage

11.Criterion  of clustering in Z
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`

• Clone hit : In one event (same bco_full), same pid, module, chip_id 
and chan_id. The adc might (can) be different

INTT clone hit - cosmic run 25952
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`INTT Geant4 original status 
• Overall speaking, it’s well made and lots of work has been done. Beautiful structure!

• Geometry: more and less ideal geometry

• Some numbers are not “that” correct (sensor radius and z position), but should be minor


• No half-barrel structure introduced. All the components are independent and have the 
same center reference, the trackerenvelope 
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`INTT Geant4 issue spot - 3
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`Sanity check - INTT timing resolution
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`Sanity check  - Cluster phi size distribution
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`INTT sensor leakage current
• Duration: 2024-07-11 to 2024-10-21

• Number of runs: 24431

• Run type: physics

• Run duration > 10 mins

3

pp and AuAu collision runs both included
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`Cluster Z size distribution

16

Run24 Au+Au Data, run 54280
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Frankly speaking, the physics analysis is one of the motivations for myself to look into 
some of topics I’ve been working on

However, these service tasks provide benefits beyond my own physics analysis

Given that we now have more people expressing interest and actually engaging in 
physics analyses (dNdEta, flow v2 and track-EMCal matching), it would be highly 

beneficial for those involved to also participate in the associated service tasks, as this 
fosters a collaborative and balanced approach to advancing our objectives.
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`Summary
• Time goes faster than what I expected. It’s the end of the INTT 2024 workshop at KU


• 3 + 1 modules are available for the public usage

- INTTHitMap / INTTHitMapEvt / INTTvtxZTrapezoidal / TH2INTT


• The performance of the new bad channel map has been checked. No major issue found for the run 54280. Thanks Jaein!


• Outlier groups found in the correlations b/w INTT and MBD multiplicity, and INTT inner-outer multiplicity 

- The time_bucket and hitmap look just fine

- Those events are well matched with MBD events

- Tentative conclusion: the hits are somehow carried over to the next events


• Sensor-by-sensor behaviors have been checked to investigate the discrepancies b/w data and MC in type B sensors

- No major discovery, all the type B sensors are having similar behaviors and with the rather large discrepancy when 

comparing with the MC 


• Thank for everyone’s hard work very much that the INTT can be running well and our knowledge of INTT is in the 
ballpark! 
- It would be highly beneficial for more people to participate in the associated service tasks, to push the best 

physics results out 
16
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`Comments from our collaborators

18

Hao-Ren Jheng

■There have been occasions where removing events was suggested due to 
unexpected behaviors in data or to recover data-simulation agreements. While I 
understand the rationale behind these suggestions, I believe that such measures 
should be considered a last resort. It is crucial that we #rst thoroughly investigate 
and understand the root causes of these issues rather than resorting to ad-hoc 
cuto!s that may obscure underlying problems  

■Issues should be transparent and disclosed to the collaboration (the daily tracking 
meeting would be the most relevant venue for discussing issues of tracking 
detectors). Every subsystem is vital to the experiment, and maintaining the integrity 
and quality of data is the foundation of the success of the physics program 

■Please let me know if you disagree, and I am open to discuss further o!line

My two cents…

16
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`Regarding the INTT MC optimization

19

• As far as I checked, the diffusion radius is a constant, which means all the G4Steps become the tubes with the 
same radii (charge_diffusion radius)

- It should in principle be a distribution (Gaussian, as an example)


• Tentative strategy:

- We should probably use the cluster phi distribution from the beam test data as the reference to tune the 

diffusion radius (much simpler environment)

- I should be able to have the distributions before the end of this week


• Relevant items 

- hard coded threshold setting

- no hit rejection if the hit_adc is below threshold 

- edep distribution discrepancy b/w data and MC

- cluster phi size discrepancy 

- non-optimized diffusion radius model and parameters


• More need to be address

- `siinactive_volume` is called by `si_glue_box`

- Incorrect ZID assignment
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`The spikes in multiplicity correlation
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`The spikes in multiplicity correlation
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The hit maps were also checked, no obvious problem found
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`The spikes in multiplicity correlation
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`INTT geometry 
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