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ncollision 100

hit_bco range 128 BCO

Open time 50

One strobe length 100  BCO

Open time 50

Open time 50

Open time 50

In single event
Assumption: 
1. BCOFULL & hit_BCO both start at 0 and the first trigger fired at BCOFULL=0
2. ncollision 100 bco & open_time 50 bcoTrigger fired

Y axis:
Number of INTT hits

X axis: time, BCOFULL
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Maximal time consumption for one event, 178 BCO (Hits somehow with “hit_bco_127” arrived to FELIX + the set 50 BCO open time for this unique/fresh hit_bco number )

Note: the hit transmission from chip to ROC: 1 hit / 1 bco

• Current concept: when the first hit with “hit_bco_A” arrives at FELIX, FELIX waits for the other hits with same “hit_bco_A” coming for “50 
BCO”, and if there is another hit with “hit_bco_B”, the FELIX would open another “50 BCO” for the hits with “hit_bco_B”

Cheng-Wei Shih (NCU/RIKEN)
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`Chip Occupancy
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Code can be found in GitHub
With HitQA and CloneHit Removal (CloneHit: same FELIX, FELIX_ch, chip_id, chan_id, hit_bco)

Count the number of hits of each chip, per hit_bco

Run 54280, first 3M events
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Normal case Half-entry chip

• The spike at nhits 73: hits been rejected due to the late arrival to the FELIX
- In some extreme case, not all the hits are kept by the FELIX

• The maximal number of hits of each chip and per hit_bco is 73
• Half-entry chips have similar structures → Hit missing happened before FELIX (at chip)

nHits of each hit_bco are filled nHits of each hit_bco are filled

INTT has hit saturation issue

https://github.com/sPHENIX-Collaboration/INTT/tree/main/general_codes/CWShih/INTTChipOccupancy
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`Chip Occupancy - statistics
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Run 54280, first 3M events
Total number of INTT chips: 26 * 56 * 2 = 2912 
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Normal

Half-entry

Useful for picking up the chips
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`Chip Occupancy - Saturated chips
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Saturated chips Saturated chips

Normal Half-entry

Try to have the selections to pick up the chips saturated

Run 54280

Selection
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`Chip Occupancy - Saturated chips
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Some of the chips seem not to be suffered from the saturation problem that much, but most of the chips are suffered

Run 54280
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`Chip Occupancy - Saturated chips
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Run 54280

In the worse case, 12 out of 2912 chips are saturated in one event
Assuming those chips have all channels fired, (128 - 73) * 12 = 660 hits are dropped by FELIX servers

660 / (13000 + 660) = ~ 5% of the hits are missing 

But we might gain more clusters (non-physical)

?
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`nINTTRawHit, to check the exceed
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Run 54280
Bad channel masked

HitQA required
Clone hit removal 

Trig_MBDNS_vtxZ30cm required

Only count the hits 
with time_bucket 55

Inclusive to the 
time_bucket

? ?

Run 54280

I so far not sure why there is a bump b/w nINTTRawHits 13k to 20k



Cheng-Wei Shih (NCU, Taiwan)INTT meeting

`nINTTRawHit, to check the exceed
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All InttRawHits
|MBD_z_vtx| < 30 cm

?

Run 54280

I so far not sure why there is a bump b/w nINTTRawHits 13k to 20k
But it may not be urgent

?

All InttRawHits
|MBD_z_vtx| < 10 cm

MBD_charge_sum > 500 out of 5500



Cheng-Wei Shih (NCU, Taiwan)INTT meeting

`Correlation b/w nINTTRawHit and nClus
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Run 54280
All InttRawHit included

Clustering in Z axis disable

So far not sure why the vertex Z cut can eliminate the entire outlier branch
The outlier groups are continuous in the Y axis view
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`The pattens of the saturated chips 
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The pattern : big chunk + zebra crosswalk, and big chunk always closer to the edge

Run 54280
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`The zebra crosswalk - normal
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Two channels for each streak

Run 54280

Four channels in between

Four channels in between
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`B/w chunk and zebra crosswalk - normal
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Run 54280

Four channels in between

Chunk

Four channels in between
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`The pattens of the saturated chips - half-entry

14

pattern of half-entry chip 
Run 54280

Once again prove the working principle of the chip, it sends the hits in the alternative way
In this chip, all the even channels failed the signal transmission

It seems to be the case that one serial out takes care of even channels, one takes care of odd channels 
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`The zebra crosswalk - half entry
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One channel for each streak
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`Cluster phi size of the saturated chips
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Normal Half-entry

Private clustering (only do the clustering with single chip, 128 channels)

The big chunks in the hit maps of the saturated chips are with the phi size of 43 or 46 for most of the cases

43 46

2, the zebra crosswalk
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`The pattens of the saturated chips 
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It’s possible that the phi size of chunk can be larger than 46
That chunk is with the size of 64
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`Trial of event selection
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Inclusive

As long as one chip classified as 
saturated chip, skip the event

The spikes become smaller, but still there. Might have the play with the zebra crosswalk if we really want to remove them
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Saturated distribution?
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`FPHX chip, serializers
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If it’s SerialOut1 dead, there is no hope to recover the half-entry chip by changing the `Digital Control setting`

If

Irrelevant to the PPG02
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`FPHX chip manual - goal of FPHX
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Requirement of PHENIX FVTX:  
read out 4 hits in 4 BCOs and no dead time

If it’s possible, it must be good to have the nhits and cluster size distributions of PHENIX FVTX 🙏🙏🙏

The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel
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`FPHX chip manual - phase architecture
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The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel

Though I didn’t find the redundant circuitry in the  block diagram
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`FPHX chip manual - phase architecture
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BCO -2 BCO -1 BCO 0 BCO 1 BCO 2 BCO 3

Phase 1
ampl, disc, acqui hit1_bco0 hit1_bco1

sort hit1_bco-1
serialization, output hit1_bco-2

Phase 2
ampl, disc, acqui

sort hit1_bco0
serialization, output hit1_bco-1

Phase 3
ampl, disc, acqui hit1_bco1

sort
serialization, output hit1_bco0

Phase 4
ampl, disc, acqui

sort hit1_bco1
serialization, output

The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel

unit : need to be confirmed
Time

In given phase, all the steps must happened, dealing with different hits from different phases

In front end Phase splitting occurs

(Acq: check mask)
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`FPHX chip manual - limit of FPHX chip
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I don’t see the statement that one chip can only handle 4 hits in one event
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`FPHX chip manual - limit of FPHX chip
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I don’t see the statement that one chip can only handle 4 hits in one event

Inefficiency?
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`The logic of chip (tentative, conceptual)
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The FPHX chip manual Tentative conceptual conclusion 
(The followings are based on the observations and limited understanding in the FPHX chip manual)

• The sequence of signal processing does not follow the channel ID
- The channels are categorized into 4 groups (phases)
- The phase where hit is assigned to is based on the phase state  

• It seems that the sequence of data transmission of each phase is from 
the hit with smaller channel ID to the that of large channel ID

• It seems that the data transmission of the 4 phases follows some order 
(cannot be all the phases at once)
- It’s partially because of the FIFO
- In one period of time (say 1 BCO), one chip can send out two hits by 

two data lines, `SerialOut1` and `SerialOut2`
The hypothesis:
• 2 out of 4 phases successfully send out all the hits to the FELIX in time

- Result in the structure of zebra crosswalk
• Rest 2 phases can only send of partial hits to FELIX in time

- Upon some channel ID (some where channel ID 43 or 46), it’s 
already out of time (open_time). The FELIX servers therefore reject 
the hits

- Result in the big chunk 

Key!
Key!

Key!

*Key: relevant parts for this issue but not fully understood

The direct question would be, how long does it take to process one hit, and in what sequence the hits are sent to ROC?

Irrelevant to the PPG02 (maybe?)

https://drive.google.com/file/d/1ZexVwBJcT5_2zy1F18qNFp7QF_3k0aoM/view?usp=share_link
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`Event of interest (EOI)
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The very next events of the EOI are very close to EOI in time wise 
Hypothesis: Hits in FELIX been assembled with INTTheader (INTT_bcofull) and sent out to the down stream. Since FELIX 
receives new trigger, the previous INTT_bcofull is overwritten. The hit assembly continues, but with the new INTT_bcofull

Can we probably just have a simple “BCOFULL_diff” cut?

Plot first made by Hao-Ren

Plot first made by CW
Run 54280
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hit_bco range 128 BCO

Open time 50

One strobe length 100  BCO

Open time 50

Open time 50

Open time 50

Trigger fired

Y axis:
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X axis: time, BCOFULL
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Note: the hit transmission from chip to ROC: 1 hit / 1 bco

Next trigger

In single event
Assumption: 
1. BCOFULL & hit_BCO both start at 0 and the first trigger fired at BCOFULL=0
2. ncollision 100 bco & open_time 50 bco

Maximal time consumption for one event, 178 BCO (Hits somehow with “hit_bco_127” arrived to FELIX + the set 50 BCO open time for this unique/fresh hit_bco number )

17

• Question 3.: As shown in cartoon, what if we have “hit_bco_0” in “this_event”, the FELIX is taking the hits with “hit_bco_0”, but the next 
trigger happened within the “open-time”? what will happen?


• If it’s the case, the issue we see in run 54280 will be different from that of run 20869 due to different trigger rate
Cheng-Wei Shih (NCU/RIKEN)
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`InttBcoFullDiff w.r.t previous events
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Run 54280Runnumber run time (min) nEvent Rate (Hz)
54279 60.133 5842231 1619.253
54280 60.183 10610255 2938.331

Somehow the distribution event bco is different from what we expected
But it seems to be the case, at least, the average trigger rate is matched

Somehow run54280 has higher trigger rate than the previous run → could possibly by re-tune the scale-down factor

1/(3168 * 106 ns) = 2978 Hz

GL1BCO is used

Code in GitHub

https://github.com/ChengWeiShih/INTT/tree/main/general_codes/CWShih/EvtBcoFullCheck
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`InttBcoFullDiff w.r.t next events
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Run 54280
INTT BCOFULL (from “INTTEVENTHEADER->get_bco_full()”)

Still similar distribution comparing to that of made of GL1BCO
It seems that INTT FELIX servers don’t deny the coming trigger signals even when the data processing is still ongoing
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`InttBcoFullDiff w.r.t previous events
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Run23, run 20869

run 54280

Before ZF runs,
run 54266

Post ZF runs,
run 54360

run 54279

Avg. Trig. rate: ~314 Hz

GL1BCO is used
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`InttBcoFullDiff w.r.t previous events (narrow)
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run 54266

run 54280 run 54360

run 54279

GL1BCO is used

The distributions look reasonable
To have the Poisson distribution with large 𝞴, to trigger rate has to be very low, few hundred Hz
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`InttBcoFullDiff w.r.t previous events (narrow)
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run 54266run 54280

Have the same dead time, 17 BCO (It may be the default set in the GTM? not due to the busy signal?)

GL1BCO is used
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`Proposed selection: correlations, all events
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Run 54280

Only evens with -10 cm < MBD_z_vtx < 10 cm are included
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`Proposed selection: correlations, post cut
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept
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16,542 out of 1,166,243 events are excluded → 1.42%
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`Proposed selection: correlations, post cut
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Run 54280

Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 188 are kept

62,298 out of 1,166,243 events are excluded → 5.34%
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`Distributions of the excluded events
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept

16,542 out of 1,166,243 events are excluded → 1.42%
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`Distributions of the excluded events

37

Run 54280

62,298 out of 1,166,243 events are excluded → 5.34%
Seems to be no strong multiplicity/centrality dependence
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 188 are kept

The omitted events 
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`Trigger rate check

38

Trigger rate: 15035.4 Hz

With the current hard-coded 15 BCO busy 

Under the same beam intensity and scale_down (same random generator, `TMath::Exp(-0.00163*x)`)

With hard-coded 200 BCO busy 

Trigger rate: 11622.4 Hz

Assume under a given beam intensity, we achieve the 15k Hz trigger rate with the default firmware setting (15-BCO busy 
window), if now we change the busy window to [200 BCO], the trigger rate drops to 11.6k Hz. 

Additional 253,426 of events are killed → 26%
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`Trigger rate check

39

Trigger rate: 15027.2 HzTrigger rate: 21305.3 Hz

To make the case with the busy window 200 BCO achieve 15k Hz, we will need to have the [beam_intensity x scale_down] 
1.42 times higher. Which should be doable

With the current hard-coded 15 BCO busy With hard-coded 200 BCO busy 
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`Apple-to-apple comparison?
• High rate run in run 23 AuAu?

• If the trigger rate is too low that there trigger span is longer than 1000, then it can be 

different

• And see the behavior the fish-bone? 

40

/sphenix/tg/tg01/commissioning/INTT/data/evt_files/beam/beam_intt{0..7}-00023911-0000.evt
ncollision 4, open_time 35, DAC0 18
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`INTT timing

41

The timing resolution of INTT is limited by the performance FPHX chip
What important here is to understand the fraction of the hits moved to the next 

bco due to the imperfect cross/fine delay settings
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`Summary
• INTT has the chip saturation issue (FELIX rejects the hits if they are too late arrived)


- One chip can have up to 73 hits with the given FELIX_open_time of 60 BCO*

- In the worst case, ~5% of the hits are rejected by FELIX in the run 54280

- The pattens of the hit maps of the saturated chips are one chunk + zebra crosswalk

- The chip saturation issue is correlated with the two spikes in the cluster phi size distribution (the sizes of the 

chunks are 43 or 46 predominantly)


• We have learnt that the InttBcoFullDiff w.r.t the next event of events of interest (EOI) is very short 

- This is the issue described in the slide 20 (Hypothesis: The INTTEventHeader is overwritten by the next trigger 

while still doing the hit assembly with the hits associated with previous trigger) 

• The `InttBcoFullDiff ` distribution is very different from that of run 20869

- The same distributions of different runs are checked, not major issue spotted, look reasonable 

- The trigger rate of run 20869 is something like 300 Hz


• I would like to first come up with the proposal to have the `InttBcoFullDiff w.r.t next event` cut

- Reject the events w/ `InttBcoFullDiff` < 188 → 5% of events are excluded 

- The performance looks good, the outliers are removed 

- And seems to be no centrality dependence 

42
*Need to confirm the unit of open_time



Back up
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`Summary
• The cut-off can be seen in the chip occupancy distributions, the work principle of open 

time is confirmed in some level

- In run 54280, one chip can have up to 73 hits per event and per hit_bco

- The half-entry chips have similar structures. Half of hits cannot make it be received by 

ROCs, but the time is still spent 

• The very next events of the event of interest (EOI) are very close to EOI in terms of the 

time span

- Hypothesis: the INTT_bcofull is overwritten when the next trigger is received by FELIX 

while FELIX is still proceeding the hit assembly with the rather late arrival hits 
corresponded to the previous INTT_bcofull


- Would it be a severe problem in the p+p data?

• We can possibly have a INTT_bcofull_diff cut. Some good events might be cut since the 

distribution is different from what we expect due to the rather higher collision rate

- With the check of multiple runs, the distributions of event_bco_span look reasonable 

44
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`FPHX chip manual - 1

45
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`

46
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`

• Spike appears at each end of MBD

• The mini-bias definition is not yet available (as far as I know)

• Live trigger available to constraint the MBD vertex Z

Run description - 54280

47
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190

In single event
Assumption: 
1. BCOFULL & hit_BCO both start at 0 and the first trigger fired at BCOFULL=0
2. ncollision 100 bco & open_time 50 bco

Maximal time consumption for one event, 178 BCO (Hits somehow with “hit_bco_127” arrived to FELIX + the set 50 BCO open time for this unique/fresh hit_bco number )

• Question 2.: As shown by cartoon, what if the “next trigger” is > 178 BCO away from the first trigger? (I assume this is the most safe 
case)

Cheng-Wei Shih (NCU/RIKEN)
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• Question 3.: As shown in cartoon, what if we have hit_bco_0 in “this_event", and the next trigger fired at “BCOFULL_128 (hit_bco_0, 
again)”. In addition, the FELIX is still taking the hits for hit_bco_86 for “this_event”. What will happen?

Cheng-Wei Shih (NCU/RIKEN)


