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`Chip Occupancy
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Code can be found in GitHub
With HitQA and CloneHit Removal (CloneHit: same FELIX, FELIX_ch, chip_id, chan_id, hit_bco)

Count the number of hits of each chip, per hit_bco

Run 54280, first 3M events
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Normal case Half-entry chip

• The spike at nhits 73: hits been rejected due to the late arrival to the FELIX
- In some extreme case, not all the hits are kept by the FELIX

• The maximal number of hits of each chip and per hit_bco is 73
• Half-entry chips have similar structures → Hit missing happened before FELIX (at chip)

nHits of each hit_bco are filled nHits of each hit_bco are filled

INTT has hit saturation issue

https://github.com/sPHENIX-Collaboration/INTT/tree/main/general_codes/CWShih/INTTChipOccupancy


ncollision 100

Open time 60

Open time 60

In single event
Assumption: 
1. BCOFULL & hit_BCO both start at 0 and the first trigger fired at BCOFULL=0
2. ncollision 100 bco & open_time 60 bcoTrigger fired

Y axis:
Number of INTT hits

X axis: time, BCOFULL

20 40 60 80 100 120 140

hi
t_

bc
o 

0

hi
t_

bc
o 

86

160 180 2000

Note: the FPHX goal of hit transmission from chip to ROC: 4 hits in 4 bco

1. Assume in the triggered event (hit_bco 0, BCOFULL=0), there is one chip detecting 100 hits. It’s going to take a 
period of time (~ 100 BCO) to send out all the hits


2. When FELIX detects the first hits with the “hit_bco_0”, it’s going to open a certain time window (controlled by 
open_time) to accept the hits with “hit_bco_0”, vice versa.


3. Assuming open_time is 60. There will be ~ 40 hits that cannot make it to arrive at the FELIX on time. They are 
therefore dropped by FELIX 

Cheng-Wei Shih (NCU/RIKEN)

Hits rejected by FELIX

Time required to spit out 100 hits by chip

Hits rejected by FELIX

Time required to spit out 70 hits by chip
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`The behaviors of the used clusters
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Run 54280-2 cm < MBDz - INTTz < 3 cm && Centrality 0-70%

The best combinations (one cluster used once)
Combination links to the vtxZ

Sorting based on the |∆ɸ| (signal region, 0.017 rad)

At least, some of the clusters w/ phi size 43 or 46 
are able to make good tracklets



Cheng-Wei Shih (NCU, Taiwan)INTT meeting

`

1

10

210

310

410

all_corr

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
NClus (inner)

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

N
C

lu
s 

(o
ut

er
) all_corr

Entries  688433
Mean x   891.6
Mean y   805.4
Std Dev x   977.5
Std Dev y     890

all_corr
Hit carried over issue
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Cut: y = 0.925x + 350
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The very next events of the EOI are very close to EOI in time wise
 

Hypothesis: Hits in FELIX been assembled with INTTheader (INTT_bcofull) and sent out to the down stream. Since FELIX 
receives new trigger, the previous INTT_bcofull is overwritten. The hit assembly continues, but with the new INTT_bcofull

Can we probably just have a simple “BCOFULL_diff” cut?

Run 54280

1/(3168 * 106 
ns) = 2978 Hz
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`Hit carried over issue

6

0

50

100

150

200

250

300

0 20 40 60 80 100 120

bco_diff

0

1

2

3

4

5

6

7

8

FE
LI

X

eID : 2452, Nhit: 2695
survival rate : 0.993

weird correlations
bco_full: 1029942106868

0

10

20

30

40

50

60

70

80

0 20 40 60 80 100 120
bco_diff

0

1

2

3

4

5

6

7

8

FE
LI

X

eID : 2453, Nhit: 1175
survival rate : 0.450

weird correlations
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the next event
bco_full: 14
preevt bco_full: 116
the target this bco_diff: 29

The problematic event The very next event

(1) this bco_full & 0x7fU 116
(2) correct hit_bco 43
(3) Next bco_full & 0x7fU 14
(4) (2) - (3) 29

• In this event, if the hits are carried over to the next 
event, the “time_bucket of this_hit_bco w.r.t 
next_BcoFull” would have to be 29, where you can 
see the yellow strip in the right plot

• The evidence of hits varied over to the next event
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INTT has hits carried over



ncollision 100

hit_bco range 128 BCO

Open time 60

One strobe length 100  BCO

Open time 60

Trigger fired

Y axis:
Number of INTT hits

X axis: time, BCOFULL
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+ Open time 60

Next trigger

Assumption: 
1. BCOFULL & hit_BCO both start at 0 and the first trigger fired at BCOFULL=0
2. ncollision 100 bco & open_time 60 bco

Maximal time consumption for one event, 188 BCO (Hits somehow with “hit_bco_127” arrived to FELIX + the set 60 BCO open time for this unique/fresh hit_bco number )

17

• According to Raul, he didn’t expect that the next trigger would be sent to subsystems within ~200 
BCOs. Raul will check what will happen if next trigger conflicts with FELIX open_time


• The current explanation might not be applicable on the Run23 data, needed to be answered
Cheng-Wei Shih (NCU/RIKEN)

Note: the FPHX goal of hit transmission from chip to ROC: 4 hits in 4 bco
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`Selection on the event BCO spacing
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Run 54280

Only evens with -10 cm < MBD_z_vtx < 10 cm are included
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`Selection on the event BCO spacing
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept
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16,542 out of 1,166,243 events are excluded → 1.42%
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`cluster phi size distributions
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The killed events The events post 
the selection

Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept
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The comparison  
(normalized by the first bin)

Don’t get confused, the hit carried over issue is independent to the hit saturation issue
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`What are the plans for Run 2025?
• Hit Saturation issue


- Increase the open_time to the maximum (128 BCOs)

- Need to check the chip/ROC overflow flag and other runs in run24 AuAu

- Do the open_time scan in Run25 if possible


• Hit carried over issue

- Proposed the hard-coded busy (say 200 BCOs)…?


• See the following slides

- Dynamic busy implementation in the FELIX…?


• Might be better, but need to have the firmware update

• How to proceed? Rachid → BNL → Instrumentation department → RIKEN?  

(2 months process?)

• Note: Carnival Festival: Feb. 28th to Mar. 8th, 2025

• First collision: Mar 24th 2025 


- In either cases, we need to inform and get the approval from the operation board people (Rosi, Kin, John, JaeBeom, 
etc.) 

• Can be done in parallel


- Or any other ideas other than these two…?

• Note: the dynamic busy for TPC is the implementation on the buffer boxes as TPC sends too much data there. It’s 

different from our needs. And TPC/MVTX can already handle the hit-carried-over issue (it’s happening)
11

(Trigger rate reduction)

(Trigger rate reduction)
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`The plan for Run 2025
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Trigger rate: 15035.4 Hz

With the current hard-coded 15 BCO busy 

Under the same beam intensity and scale_down (same random generator, `TMath::Exp(-0.00163*x)`)

With the open_time 128,  
the healthy event 

Assume under a given beam intensity, we achieve the 15k Hz trigger rate with the default firmware setting (15-BCO busy 
window).

The events with InttBcoFullDiff_wrtNextEvt > 128 BCOs is (974016-810610)/974016 = 16.8% of events can have the hits-
carried-over issue

If we do nothing but just to increase the open time to maximal to mitigate the hit saturation
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`The plan for Run 2025
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Trigger rate: 15035.4 Hz

With current hard-coded 15 BCO busy 

Under the same beam intensity and scale_down (same random generator, `TMath::Exp(-0.00163*x)`)

With hard-coded 200 BCO busy 

Trigger rate: 11622.4 Hz

Assume under a given beam intensity, we achieve the 15k Hz trigger rate with the default firmware setting (15-BCO busy 
window), if now we change the busy window to [200 BCO], the trigger rate drops to 11.6k Hz. 

Additional 253,426 of events are killed → 26%

If we propose to the sPHENIX to increase the hard coded GTM busy window from 15 BCOs → 200 BCOs
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`The plan for Run 2025

14

Trigger rate: 15027.2 HzTrigger rate: 21305.3 Hz

To make the case with the busy window 200 BCO achieve 15k Hz, we will need to have the [beam_intensity x scale_down] 
1.42 times higher. Scale_down factor is already zero → Need beam intensity increased 1.42 times higher

With the current hard-coded 15 BCO busy With hard-coded 200 BCO busy 

If we propose to the sPHENIX to increase the hard coded GTM busy window from 15 BCOs → 200 BCOs
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`One more thing we should do before Run25
• A long standing question (1+ year), what caused the hit-carried-over issue in Run23?


- I hope it can be explained by the same hypothesis we came up with Run24 AuAu

- If it’s not the case, it’s more worrisome 


• We need to 

1. Pick up the single run in run23 with evident hit-carried-over issue

2. Check the event bco spacing distribution of that run

• What is the fraction of events with event bco spacings within 50 BCOs?


3. Plot the internal multiplicity correlation, inner-outer NClus (Nhits?)

1. Come up with a cut for selecting the outliers 

2. Plot the 1. event-bco-spacing distribution and dist. of {pre_bcofull - hit_bco}
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This is for the hit-carried-over issue
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`The requests from the tracking group
• Representative(s) in the daily tracking meeting


- Multiple people share the load? Joseph, Takashi, Cheng-Wei, Jaein and more?


• The good run list (streaming runs especially, their targets for QM25)

- Devon Loomis is working on the INTT good run list [indico link]

• Luckily I called in yesterday


- Due to ~zero communication b/w tracking group and INTT group?

- I have talked to Devon, probably Jaein can contact him and report in the tracking meeting


• The hit-carried-over issue for the p+p runs

- Streaming runs first and the triggered+extended runs

- How to check the streaming data? Reconstruct the trigger bco_full first?

16

Slide from Devon

General comment, we need to be more active in the tracking meeting… 

https://indico.bnl.gov/event/25959/contributions/100838/attachments/59239/101769/siliconRunQA.pdf
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`Quantify the hits moved to the next bin…?

17

The timing resolution of INTT is limited by the performance FPHX chip
What important here is to understand the fraction of the hits moved to the next 

bco due to the imperfect coarse/fine delay settings

Another input to the tracking group?
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`Quantify chip timing stability ?

18

Another input to the tracking group?
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`FPHX chip, serializers

19

If it’s SerialOut1 dead, there is no hope to recover the half-entry chip by changing the `Digital Control setting`

If
For the half-entry chip recovery
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`The open questions of INTT

20

Google doc link

https://docs.google.com/presentation/d/1yT5MvDlxw5-oxLY_kLdIcSICUpE5x4XVPppj2PBgaS8/edit?pli=1#slide=id.g31ae2eef0d8_2_6
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`Summary
• INTT has the issues of hit saturation and hit carried over

• The two issues are more like independent

• We need to have the strategy for the run 25

• We also need to check the Run23 data to solid our understanding based on Run24


• We have few requests from the tracking group

• Representatives

• Good run list {streaming runs}

• Check hit carried over issue of streaming (and triggered) p+p runs 

• Need to be active in the tracking meeting


• We still have several open questions, and some of them could be very important but not 
yet have people looking into

21



Back up
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`The landau-Gaussian convolution for edep dist. fit
• 3 materials relevant to the Landau-Gaussian-convolution function fit on the energy 

deposit distribution in the google drive 

23

The reason why people used the Landau-Gaussian-convolution function for fitting the edep distribution instead of pure 
single Landau function is to address the "effect of atomic binding of the electrons", as stated in the paper.

https://drive.google.com/drive/folders/1RcYflqOIwlOA8rstBccmw3iODHmTYwXD?usp=sharing
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`Higher beam background in Run25

24
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`BNL housing for run 2025

25

We need to take the action as soon as possible 
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`Apple-to-apple comparison?
• High rate run in run 23 AuAu?

• If the trigger rate is too low that there trigger span is longer than 1000, then it can be 

different

• And see the behavior the fish-bone? 

26

/sphenix/tg/tg01/commissioning/INTT/data/evt_files/beam/beam_intt{0..7}-00023911-0000.evt
ncollision 4, open_time 35, DAC0 18
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`Distributions of the excluded events
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept

16,542 out of 1,166,243 events are excluded → 1.42%
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`Proposed selection: correlations, post cut
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Only evens with -10 cm < MBD_z_vtx < 10 cm are included
Events w/ NextInttBcoFull - ThisInttBcoFull > 61 are kept

16,542 out of 1,166,243 events are excluded → 1.42%
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Here shows you the killed events
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`FPHX chip manual - goal of FPHX

29

Requirement of PHENIX FVTX:  
read out 4 hits in 4 BCOs and no dead time

If it’s possible, it must be good to have the nhits and cluster size distributions of PHENIX FVTX 🙏🙏🙏

The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel
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`FPHX chip manual - phase architecture

30

The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel

Though I didn’t find the redundant circuitry in the  block diagram
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`FPHX chip manual - phase architecture

31

BCO -2 BCO -1 BCO 0 BCO 1 BCO 2 BCO 3

Phase 1
ampl, disc, acqui hit1_bco0 hit1_bco1

sort hit1_bco-1
serialization, output hit1_bco-2

Phase 2
ampl, disc, acqui

sort hit1_bco0
serialization, output hit1_bco-1

Phase 3
ampl, disc, acqui hit1_bco1

sort
serialization, output hit1_bco0

Phase 4
ampl, disc, acqui

sort hit1_bco1
serialization, output

The procedures in FPHX chip:  sensed → amplified → discriminated → acquisition → sorted → serialized → read out
128 channels in parallel

unit : need to be confirmed
Time

In given phase, all the steps must happened, dealing with different hits from different phases

In front end Phase splitting occurs

(Acq: check mask)
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`The logic of chip (tentative, conceptual)
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The FPHX chip manual Tentative conceptual conclusion 
(The followings are based on the observations and limited understanding in the FPHX chip manual)

• The sequence of signal processing does not follow the channel ID
- The channels are categorized into 4 groups (phases)
- The phase where hit is assigned to is based on the phase state  

• It seems that the sequence of data transmission of each phase is from 
the hit with smaller channel ID to the that of large channel ID

• It seems that the data transmission of the 4 phases follows some order 
(cannot be all the phases at once)
- It’s partially because of the FIFO
- In one period of time (say 1 BCO), one chip can send out two hits by 

two data lines, `SerialOut1` and `SerialOut2`
The hypothesis:
• 2 out of 4 phases successfully send out all the hits to the FELIX in time

- Result in the structure of zebra crosswalk
• Rest 2 phases can only send of partial hits to FELIX in time

- Upon some channel ID (some where channel ID 43 or 46), it’s 
already out of time (open_time). The FELIX servers therefore reject 
the hits

- Result in the big chunk 

Key!
Key!

Key!

*Key: relevant parts for this issue but not fully understood

The direct question would be, how long does it take to process one hit, and in what sequence the hits are sent to ROC?

https://drive.google.com/file/d/1ZexVwBJcT5_2zy1F18qNFp7QF_3k0aoM/view?usp=share_link
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`

33
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`

• Spike appears at each end of MBD

• The mini-bias definition is not yet available (as far as I know)

• Live trigger available to constraint the MBD vertex Z

Run description - 54280

34


