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Facility Update

K

Battery failure in one of nine HW RAID arrays in the
sPHENIX HPSS system on Monday

o Write caching disable - degrading read/write performance
o SPHENIX data transfers not expected to be affected

No news on data center power since last week

SCDF planning document with schedule available at:

O proposed pdu_schedule - Google Docs

Post run network upgrades, mentioned last week, still
targeting last week of January or first week of February
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https://docs.google.com/document/d/1s8i5BlN6oVfzY1Lh3ElR48krA5ROg1cw-iBoMlEx8S4/edit?tab=t.0

SsPHENIX Data Volume Past 7 Days
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HPSS Data Growth - sPhenix
Date: [12-23 - 12-30] | Window Range: [ 219274 - 226683 ], Data different: 7409 TiB M Tape Usagein TiB
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8.15 PB written to tape in the last 7 days
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sPHENIX Data Volume Since April 1

HPSS Data Growth - sPhenix
Date: [ 04-02 - 12-30] | Window Range: [ 51690 - 226683 ], Data different: 174993 Tie M Tape Usagein TiB
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Network Traffic from sPHENIX to SCDF

sPHENIX CH Uplinks to Science Core 1
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Name W EET) Min :
== ar0725-ScienceCore-1.t1254-125.bnl.local_Ethernet3/11/1_Inbound 245 Gb/s 597 kb/s 67.4Gb/s

== 3r0725-ScienceCore-1.t1254-125.bnl.local_Ethernet3/12/1_Inbound 242 Gb/s 519kb/s 69.5Gb/s
== 3r0725-ScienceCore-1.t254-125.bnl.local_Ethernet3/17/1_Inbound 247 Gb/s 697 kb/s 68.1 Gb/s

== 3ar0725-ScienceCore-1.1254-125.bnl.local_Ethernet3/11/1_Outbound 36.2 Mb/s 251kb/s 96.6 Mb/s

Network traffic on one of two LACP links between sPHENIX and
SCDF. (Transfers to HPSS and Lustre).
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sPHENIX Data to HPSS
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STAR Data to HPSS
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