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Facility Update

e Update on data center power
o Plans to redistribute electrical load (i.e., compute racks) in the

data center being discussed
o Expect ABB (PDU vendor) technical reps on site in the coming
weeks to work with F&O and data center staff on power

distribution/
e SCDF planning document with schedule available at:

O proposed pdu_schedule - Google Docs
e Post run network upgrades, mentioned last week,
targeting first week of February
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https://docs.google.com/document/d/1s8i5BlN6oVfzY1Lh3ElR48krA5ROg1cw-iBoMlEx8S4/edit?tab=t.0

SsPHENIX Data Volume Past 7 Days

HPSS Data Growth - sPhenix
Date: [ 01-13 - 01-20] | Window Range: [ 244845 - 255733 ], Data different: 10888 TiB M Tape Usagein TiB
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sPHENIX Data Volume Since April 1

HPSS Data Growth - sPhenix
Date: [ 2025-04-02 - 01-20] | Window Range: [ 51690 - 255733 ], Data different: 204043 T M Tape Usagein TiB
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STAR Data Volume Past 7 Days
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HPSS Data Growth - Star Raw

Date: [ 01-13 - 01-20] | Window Range: [ 75903 - 75908 ], Data different: 5 TiB m TapeUsagein TiB
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STAR Data Volume Since April 1

HPSS Data Growth - sPhenix
Date: [ 2025-04-02 - 01-20] | Window Range: [ 51690 - 255733 ], Data different: 204043 T M Tape Usagein TiB
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Network Traffic from sPHENIX to SCDF

sPHENIX CH Uplinks to Science Core 1

200 Gb/s

[" (

' 'm "~ 41' I"‘

=

150 Gb/s }

0114 01/16 01/18 01/20

Name Mean Min -

== ar0725-ScienceCore-1.t254-125.bnl.local_Ethernet3/11/1_Inbound 28.7 Gb/s 580kb/s 671Gb/s
== 3r(0725-ScienceCore-1.t254-125.bnl.local_Ethernet3/12/1_Inbound 28.7 Gb/s 660kb/s 66.1Gb/s
== 3r0725-ScienceCore-1.t254-125.bnl.local_Ethernet3/17/1_Inbound 28.9Gb/s 702kb/s 671Gb/:

== ar(0725-ScienceCore-1.t254-125.bnl.local_Ethernet3/11/1_Outbound 431 MbJ/s 260 kb/s 101 Mb/s

Network traffic on one of two LACP links between sPHENIX and

SCDF. (Transfers to HPSS and Lustre).
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sPHENIX Data to HPSS

Experiment | sphenix v l « (@ Last7days ESTv » @ & Refresh ~
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STAR Data to HPSS

| Experiment | star v « (@ Last7days ESTv » @Q &) Refresh ~
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e= atlas Mean: 1.06 K == belle2 Mean: == cad Mean: == phenix Mean: 13.3 == sphenix Mean: 26.0 K

== star Mean: 196
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