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Outline

● Introduction to Retrieval Augmented Generation (RAG)

● A typical RAG pipeline

● Ingestion methods

● Methods of RAG

● RAG in NEP & HEP

● RAG4EIC effort and roadmap

● How to get involved in RAG4EIC
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GitHub Repo

The application:  https://rag4eic.ds.wm.edu

https://github.com/ai4eic/EIC-RAG-Project/tree/AI4EIC2023_PROCEEDING
https://rag4eic.ds.wm.edu
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Large Language Models (LLMs)

An LLM is:

● A very advanced autocomplete trained 
on massive text data

● Takes text in → text out

● Learns patterns, structure, and meaning 
from human writing

● A compressed snapshot of human 
knowledge 

● Generates, summarizes, reasons – all 
through text prediction

3

An LLM is NOT:

● A knowledge base or API – no 
real-time or factual lookup

● Truly understanding what you ask – 
just pattern matching

● Aware of meaning or context beyond 
text correlations

● Reliable and deterministic – same 
question ≠ same answer
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Limitations of LLM

● Not updated to the latest information: 

○ Trained on past data only — no real-time 
updates  

○ Requests beyond training cutoff → possible 
inaccuracies  

● Hallucinations: 

○ Generates factually wrong or nonsensical 
answers  

○ Output sounds fluent and confident — can 
mislead users 
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● Lacks domain-specific accuracy: 

○ Performs well on general topics

○ Struggles with specialized, technical, or 
niche knowledge 

● No source citations: 

○ Cannot trace where information comes 
from

○ Hard to verify reliability or reproduce 
results  
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Retrieval Augmented Generation

The retriever finds relevant documents for a query, and 
the generator uses those documents to produce the final 
answer.
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arxiv:2005.11401

External 
Knowledg
e

Frozen LLM

https://arxiv.org/pdf/2005.11401
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Why RAG based LLM for Large experiments?

Why a summarization tool?

● Ease of retrieving up to date information on 
topics.

● Extremely useful for new collaborators and 
especially graduate students.

● Towards building a specialized science for 
EIC.

● Large Scale Experiments ∝ Size of document 
database.

61400 physicists, 240 institutions and 
38 countries….

Why LLM based summary?

● Increased contextual understanding posed by 
LLM 

● Enhanced information retrieval and faster 
decision making.

The requirement?

● Should be free of hallucinations.
● Should under and unfold all contexts using 

short prompts
● Provide up to date information without 

“being” constantly trained

External 
Knowledg
e

Frozen LLM

Start with Publicly available documents !!!

https://www.eicug.org/content/map.html
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Why we need RAG4EIC even for 
summarizing from public sources?

When asked about a plan to study and 
become an expert in nuclear structure 
functions to an LLM with real time 
RAG capabilities….
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An Ongoing HEP/NPP effort 
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https://indico.cern.ch/event/1557398/contributions/6579623/attachments/3095654/5484032/IML_HEPilot_July_1st_2025.pdf
https://indico.cern.ch/event/1557398/contributions/6563952/attachments/3096012/5484826/AccGPT_Chatbots_v1.pdf
https://indico.cern.ch/event/1557398/contributions/6582244/attachments/3096115/5485187/Chatbots_at_CERN_Podda.pdf
https://indico.cern.ch/event/1557398/contributions/6579266/attachments/3096130/5485180/chatlas_iml_wg.pdf
https://rag4eic.ds.wm.edu/
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Retrieval Augmented Generation using LLM pipeline
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● Given a prompt, compute similarity 
index. Select the most closest vectors

● Choose a response template. Embed 
the vectors along with input prompt 
and feed into LLM 

● Evaluate the response 

○ Model fine-tuning

○ Build metrics for context tuning 

● Multi Modal Output

Ingestion Inference

● Load data (semantic) both structured 
and unstructured from sources

● Split data in small repetitive chunks – 
text corpus 

● Embed these chunks into a vector space 
using an embedding model 

● Store these vectors in a database for 
retrieval later.

Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks

https://arxiv.org/abs/2005.11401
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Ingestion ● The Objective – Summarization tool with “relevant 
citations” for within EIC.

● Framework built has to be scalable and fairly automated
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Data loading

ArXiv publications
Source files and PDFs

Split in Chunks
● PyPDF Reader to read texts from PDF 

files

● Latex splitter – tag based splitting to 
create chunks. Had to extend and build

● Equations selected as an object in 
Latex splitter

● Storing Figure location and table 
location as metadata while captions are 
split in chunks – can create multi 
modal output*

Vector embedding 
and storage

● Converts any sized input into 
a fixed size vector 

● Eg: A 1536 size vector with 
cosine similarity

● Get first 100 similar vectors

● LanceDB – Lightweight local 
DB. Ideal for prototyping. 

● Scalable cloud: solution 
PineCone
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The Embedding Model
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● Embedding models are usually 
trained with contrastive learning 
or cosine similarity objectives 

● Key function – Preserve semantic 
similarity  
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The Generic Workflow of building Traditional RAG
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User Prompt

Vector 
embeddings

Response 
Template OpenAI GPT

RAG 
based 

summary

Chain-1

Chain-2

Similar vectors
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The Generic Workflow of building Traditional RAG

13
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A typical RAG application
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Check out the full trace of the pipeline in langsmith

https://smith.langchain.com/public/f8ee42ee-8c2c-4d3d-be49-a44feec49915/r
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A typical RAG application – Feedback for fine tuning later

15
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The Generic Workflow of building Traditional RAG
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User Prompt

Vector 
embeddings

Response 
Template OpenAI GPT

RAG 
based 

summary

Chain-1

Chain-2

Similar vectors

Tune each part 
for performance



AI4EIC Meeting 27 - 29 October 2025Karthik Suresh

Question 1: Where will EIC experiment be built?

LateX Splitter – 0.37; PyPDF Splitter – 0.32

Question 2: How are dRICH detectors optimized at EIC?

LateX Splitter – 0.26; PyPDF Splitter – 0.21

Question 3: Give me the latest update on EIC tracker

LateX Splitter - 0.35, PyPDF Splitter – 0.29

Ingestion tuning – LateX vs PyPDF Splitter
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Vector 
embeddings

User Prompt

Similarity index

2305.15593v1

● PyPDF Splitter splits based on text only, while LateX 
splitted splits based on “tags”

● Length of each 
● Figure caption can be tagged separately 

https://arxiv.org/pdf/2305.15593v1.pdf
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Retrieval tuning – Similarity searches

18

Traditional Vector DB – 

- uses similarity indices to retrieve information
- k-Nearest Neighbours
- Maximal Marginal Relevance – reduces redundant phrases

Graph Vector DB -

- Uses Knowledge graph for better contextual retrieval
- Saves information as a node in a graph with connections defining the 

strength to other “words”/phrases
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Context tuning

Setting the appropriate 
context with LLM. 

Crucial in getting desired 
outcome.

Ongoing efforts to come 
up with Zero Shot 
Prompt for the 
summarization task.
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User Prompt

Vector 
embedding

Response 
Template

Checkout the response templates (ai4eic github link)

https://github.com/ai4eic/EIC-RAG-Project/tree/AI4EIC2023_PROCEEDING/Templates
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The LLM Model

Choice of LLM model as well affects 
the performance of the RAG system.

Small/Medium Language Models 
O(10B) OpenLLM models are available 

Need to consider Model complexity 
(resource utilization) vs performance. 

arxiv:2312.03863

https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard
https://arxiv.org/pdf/2312.03863
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Limitations of Standard RAG

● Shallow Retrieval: Embeddings may miss context or multi-hop reasoning

● Static Retrieval pipeline: No dynamic decision making on what and how to retrieve

● Context stuffing: Retrieved chunks are just concatenated — can cause token 
overload or irrelevant context.

● Lost in the middle: Classic case of transformer’s attention mechanism limitation. 
Content in the middle of the context is usually less attended to. 2307.03172 

● Prompt Injection: In RAG, the retrieved text (from documents, DBs, or the web) is 
directly injected into the LLM’s prompt as context. This is also true for other forms 
of RAG (if not implemented with caution)

21

https://arxiv.org/abs/2307.03172
https://brave.com/blog/unseeable-prompt-injections/
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3. The RAG Approach

arxiv:2312.10997

Advanced RAG:
Using LLM more than a 
orchestrator. Eg. CoT 
based RAG

Modular RAG:
Using LLM for routing 
logic. Give access to tools 
like TWikiReader to 
perform actions based on 
results from LLM.

https://arxiv.org/pdf/2312.10997
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The problem with Orchestration

23
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3. Model Context Protocol modelcontextprotocol.io 

24

https://modelcontextprotocol.io/about
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Evaluating RAG:
A targeted example

25

How to evaluate this response?

Ragas score 

1. Faithfulness – 

2. Answer relevance –

3. Context relevance –

4. Answer correctness – Qualitative. Need 

ground truth.

https://arxiv.org/abs/2210.08609v2

https://arxiv.org/abs/2108.08314v1

https://arxiv.org/abs/2210.08609v2
https://arxiv.org/abs/2108.08314v1
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Evaluating RAG:
Another more complex full example

https://arxiv.org/abs/2203.07626v2

https://arxiv.org/abs/2302.01447v1

https://arxiv.org/abs/2210.04879v2

https://arxiv.org/abs/2305.02079v2

https://arxiv.org/abs/2305.15593v1 26

How to evaluate this response?
Ragas score 
1. Faithfulness ~ 4/25
2. Answer relevance – 1
3. Context relevance – 1
4. Answer correctness – Qualitative

● Targeted questions are relatively easier to 
quantify and evaluate. 

● Hence, Classic Metrics are metric that require 
human expertise while RAGAS metric can be 
automated using LLM

https://arxiv.org/abs/2203.07626v2
https://arxiv.org/abs/2302.01447v1
https://arxiv.org/abs/2210.04879v2
https://arxiv.org/abs/2305.02079v2
https://arxiv.org/abs/2305.15593v1
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But can we use a LLM for QA Generation?

Check out the trace here
27

Use LLM for QA Generation. 
Set context for generating 
questions. 

Select an arxiv article. From 
the database

Specify the number of claims 
to generate, along with 
expected answers. 

https://smith.langchain.com/public/d6a58b4c-d54e-4755-80af-6dc1c5019258/r
https://github.com/ai4eic/EIC-RAG-Project/tree/main/Templates/QA_Generations
https://github.com/ai4eic/EIC-RAG-Project/tree/main/Templates/QA_Generations
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But can we rely on LLM for QA Generation?

Check out the trace here
28

Using a more complex 
LLM can generate 
questions along with 
answers. 

LLM can automate the 
generation of questions 
to specific format 
which can be mixed to 
form complex 
questions.

A small sample dataset 
from 2023

https://smith.langchain.com/public/6ec6c673-e762-4e06-995e-899405184f2b/r
https://github.com/ai4eic/EIC-RAG-Project/blob/main/Evaluations/AI4EIC2023_DATASETS.csv
https://github.com/ai4eic/EIC-RAG-Project/blob/main/Evaluations/AI4EIC2023_DATASETS.csv
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Current efforts – Serve EIC community

● Data Ingestion 
○ Ingest a large corpus of EIC documents into the current 

RAG pipeline
○ Use existing cloud-based vector store (e.g., Pinecone)
○ Integrate updated GPT-based models to serve initial 

responses
● Beta User Rollout

○ Launch access to ~100 beta users from the EIC community
○ Users are expected to:

■ Test the app regularly and give feedback on UI 
rendering

■ Evaluate retrieval quality and grounding of responses
■ Rate model answers using RAGAS-style 

LLM-as-judge scoring
○ Update to app Every 4 weeks:

■ App updates with improved capabilities and bug fixes
■ New content ingestion or UX enhancements

● Goal: 
○ Evaluate various RAG strategies
○ Develop various ingestion 

strategies
○ Build a high-quality, supervised 

dataset for fine-tuning

● Cloud resource support:
○ Provided by W&M for AI4EIC

*Upto 8 months
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Serving the EIC community – Beta users

● Cloud-based deployment planned
○ To enable scalable access for beta testers and ensure smooth delivery of RAG4EIC.

● Corpus size and system load increasing
○ As we ingest more EIC related documentation, self hosting becomes less feasible* without dedicated infrastructure.

● Need for robust model performance
○ Open-source small language models, without fine-tuning, struggle to meet quality benchmarks like RAGAS

● Dedicated compute required
○ Hosting large models or experimentation with fine-tuned LLMs (e.g., LLaMA, Mistral, Phi) demands consistent 

cloud-backed resources.

● Supports iterative dataset creation
○ Beta user queries and usage logs will help build a real-world EIC-focused dataset to improve RAG accuracy and 

utility.

● Laying the groundwork for model fine-tuning
○ Early user interactions help us gather a high-quality dataset for future domain-specific training.

*currently with traditional RAG
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Serving the EIC community – Modularized implementation
● MCP Integration

○ Implement data sources as MCP servers (same corpus as cloud) 
○ Mainly to alleviate privacy concerns
○ Develop batteries to run model inference + retrieval via MCP
○ Focus: Internal/private hosting of RAG workflows (e.g., BNL, JLab)
○ Role based authentication for VectorDB

● LangGraph Agentic Pipeline
○ Replace LangChain with LangGraph for modular graph-based control.
○ Introduce:

■ Source-aware routing
■ Multi-hop retrieval
■ Agentic scoring or fallback logic

○ Improved orchestration and auditability of queries

● Unified Deployment
○ Combine all in one stack to be deployed in a site 

*currently with traditional RAG



AI4EIC Meeting 27 - 29 October 2025Karthik Suresh

List of tasks / areas of involvement

● Towards serving the first version to 
beta users
○ Ingestion

■ Arxiv papers ✅
■ Indico meetings page 🤚

○ Inference
■ Add conversational memory  
■ Add support for multiple vector base 

calls ✅
○ Web interface

■ Improve feedback mechanism ✅

● Modular implementation 
○ Agentic workflow

■ Replace LangChain with LangGraph:v1 🔥
■ Supervisor Agent 
■ Network agent implementation

○ Algorithm 
■ Advanced RAG  ✅
■ Graph RAG
■ Evaluation of RAG pipeline

○ MCP server implementation 
■ Wiki sources
■ Zenodo sources ✅

○ Web application development
■ Implementation of LibreChat interface 🤚🔥

Ofcourse, new issues are welcome 

https://github.com/ai4eic/EIC-RAG-Project/issues/15
https://github.com/ai4eic/EIC-RAG-Project/issues/36
https://github.com/ai4eic/EIC-RAG-Project/issues/36
https://github.com/ai4eic/EIC-RAG-Project/issues/36
https://github.com/ai4eic/EIC-RAG-Project/issues/38
https://github.com/ai4eic/EIC-RAG-Project/issues/39
https://github.com/ai4eic/EIC-RAG-Project/discussions/41
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How to get involved

● Email to support@eic.ai 

● Subject line: Involvement in RAG4EIC as developer (or beta user)

● If developer (highly recommend including) 
○ Current institution and a brief experience with LLM development (Just to get to know)
○ A brief description on which of the areas you would like to work on

● If beta user (highly recommend including)
○ Current institution and a brief description on how you are currently using Language model in your 

research
○ Your area of expertise (Eg. Theory, experimental, hadron spectroscopy)
○ Would you be interested in curating a golden data set in your area of expertise

● Regular RAG4EIC working group meetings 
○ Once a month, Next meeting By August 26 2025 (Tuesday) anticipated. A reminder will follow.

mailto:support@eic.ai
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Backups

34
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A full example

35
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RAG based summarization AI for Electron Ion Collider (EIC)

36

Ingestion

The inference*

What is RAG ?
● Retrieval Augmented Generation (RAG). 
● Access up to date information without 

explicitly training of LLM.
● Reduce “Hallucination” of LLM. 
● Grounding LLM to truth to increase reliability 

by providing citations.

Why need RAG for Large Scale 
Physics Experiments?

● Electron Ion Collider (EIC) is a large scale 
experiment. 

● Regular updates to documents, Run Wiki
● Newbies may take 6 months to get to know 

the full experimental details.
● Document size ∝ Scale of experiment

1400 physicists, 240 institutions and 38 countries

External 
Knowledge

Frozen LLM

● Creation of the vectorized knowledge base.
● Every node below influence RAG performance
● 200 recent arxiv papers on EIC (since 2021)

● Given a prompt compute similarity index to 
most similar vectors in VectorDB

● Use LLM to further narrow down and 
summarize the finding

● Creation of benchmark 
evaluation dataset.

● Evaluate performance 
before scaling.

What we have built ?

The research approach

Methods to evaluate RAG’s performance

● RAGAS score
● LLM as Judge[1]

Methods to improve RAG architecture

● Better chunking strategies. LateX Splitter, TWikiSplitter
● Metadata based filtering.
● Response Template fine-tuning. INSTRUCT tuning
● Model fine-tuning. Computationally costly.

*Naive RAG pipeline

https://indico.bnl.gov/event/19560/contributions/82240/attachments/51190/87738/A%20Summarization%20Agent%20for%20EIC-1.pdf
https://www.eicug.org/content/map.html
https://www.eicug.org/content/map.html
https://docs.ragas.io/en/latest/concepts/metrics/index.html
https://arxiv.org/pdf/2311.09476.pdf
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Fine tuning

37


