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Goal: Rewrite all ENDF documentation 
in common style
• Human readable
• Capture ‘Look and feel’ of well written documentation
• Structured, so machine readable

• deterministic formatting
• unified metadata 
• bibliography
• within each reaction or class of reactions:

• description
• change log  
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Also, this is a 
chance to 

experiment with 
LLMs!



Challenges

The expected ones
• Random formatting from past 

evaluators
• Full (or not) version history
• Programmatically generated 

text (EMPIRE & TALYS)
• File size
• ENDF vs. GNDS formatting
• Not really understanding 

nuclear physics

The unexpected ones
• Gosh 👏 darn 💩 emojis 🤬 and 

other non-ASCII characters
• The random seed & lack of 

predictability
• Sycophantic tone
• Occasionally ignoring 

instructions or missing content
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I tried to follow best practices for 
prompt engineering (but I am listening 
to a sycophantic and stupid AI)
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I wrote a code to 
generate the 

prompt based on 
the ENDF/GNDS 

file content



I tried to follow best practices for 
prompt engineering (but I am listening 
to a sycophantic and stupid AI)
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My prompt 
generating code 
has gotten quite 
elaborate and I 
am finding my 

instruction 
inconsistency 

rate grows with 
the prompt size



I tried a variety of LLM’s of different size 
& complexity, all using my superprompt
gpt-oss:20b and 120b 

Qwen3’s 32b-fp16, 32b-q8_0, 32b

Deepseek R1’s 8b, 32b, 1.7b and 70b models

OpenAI’s 3o, 4o and 5 (plus a few other varients)
    => 4o and 5 behaved best, but cost the most $$
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Deuterium (before)
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+ 2 more revisions, with 
very different formatting



Deuterium (after)
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Deuterium (after)
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Deuterium (after)
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ü Consistent formatting, so easier to read
ü All prose is preserved
ü Revision history is contextual
ü No duplicate references



How did it go so far?
• n+1H – worked OK, but inconsistent performance
• n+2H - very simple documentation, formatting worked very well
• n+3H - very simple documentation, formatting worked very well
• n+3He – bigger file, got confused occasionally
• n+4He – very simple documentation, formatting worked very well
• n+16O – too big, went badly
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ChatGPT 5 recommendation



If you want to try it out or improve it, 
please do!

https://git.nndc.bnl.gov/endf/tools/doc-fixer.git
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