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From First Light to Quantum Imaging
Year Title/Publication Key Result Reference

2002 Coherent ρ^0 Production in UPC First UPC vector meson PRL 89 272302

2004 e+e- Pairs with Dissociation Dileptons in UPC PRC 70 031902

2008 ρ^0 Photoproduction in UPC Incoherent, polarization PRC 77 034910

2009 Two-Source Interference in ρ^0 Destructive interference PRL 102 112301

2010 π+π-π+π- Photoproduction Broad resonance PRC 81 044901

2012 Energy Dependence of ρ^0 Cross-section vs. energy PRC 85 014910

2016 Υ in U+U UPC Bottomonium PRC 94 064904
2017 Detailed ρ^0 Study Transverse structure PRC 96 054904
2018 Dileptons in Hadronic p_T broadening PRL 121 132301
2019 J/ψ in Hadronic Excess, interference PRL 123 132302

2021 Polarization in Dileptons cos4φ, field mapping PRL 127 052302

2022 J/ψ in d+Au UPC Deuteron gluons PRL 128 122303

2023 Spin Interference in ρ^0 Quantum entanglement Sci. Adv. 9 eabq3903

2024 Exclusive J/ψ, ψ(2S), e+e- Recent UPC results PRC 110 014911

2024 Strong Suppression in J/ψ UPC suppression PRL 133 052301

2025

A rough 
timeline 
of STAR’s 
UPC 
journey

December 17th, 2025 25 Years of UPC at STAR | Brandenburg (OSU) 2
* Not exhaustive 



From First Light to Quantum Imaging
Year Title/Publication Key Result Reference

2002 Coherent ρ^0 Production in UPC First UPC vector meson PRL 89 272302

2004 e+e- Pairs with Dissociation Dileptons in UPC PRC 70 031902

2008 ρ^0 Photoproduction in UPC Incoherent, polarization PRC 77 034910

2009 Two-Source Interference in ρ^0 Destructive interference PRL 102 112301

2010 π+π-π+π- Photoproduction Broad resonance PRC 81 044901

2012 Energy Dependence of ρ^0 Cross-section vs. energy PRC 85 014910

2016 Υ in U+U UPC Bottomonium PRC 94 064904
2017 Detailed ρ^0 Study Transverse structure PRC 96 054904
2018 Dileptons in Hadronic p_T broadening PRL 121 132301
2019 J/ψ in Hadronic Excess, interference PRL 123 132302

2021 Polarization in Dileptons cos4φ, field mapping PRL 127 052302

2022 J/ψ in d+Au UPC Deuteron gluons PRL 128 122303

2023 Spin Interference in ρ^0 Quantum entanglement Sci. Adv. 9 eabq3903

2024 Exclusive J/ψ, ψ(2S), e+e- Recent UPC results PRC 110 014911

2024 Strong Suppression in J/ψ UPC suppression PRL 133 052301

A rough 
timeline 
of STAR’s 
UPC 
journey

December 17th, 2025 25 Years of UPC at STAR | Brandenburg (OSU) 3
* Not exhaustive 

** UPC accounts for 
~10% of STAR’s high 
impact jouranls (PRL 
+ Science/Nature)



From First Light to Quantum Imaging
Year Title/Publication

2002 Coherent ρ^0 Production in UPC

2004 e+e- Pairs with Dissociation

2008 ρ^0 Photoproduction in UPC

2009 Two-Source Interference in ρ^0

2010 π+π-π+π- Photoproduction

2012 Energy Dependence of ρ^0

2016 Υ in U+U UPC
2017 Detailed ρ^0 Study
2018 Dileptons in Hadronic
2019 J/ψ in Hadronic

2021 Polarization in Dileptons

2022 J/ψ in d+Au UPC

2023 Spin Interference in ρ^0

2024 Exclusive J/ψ, ψ(2S), e+e-

2024 Strong Suppression in J/ψ

1. Early Years
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2. Photonuclear Era

3. Paradigm Shifts

4. Looking Forward



Foundations of UPC Physics at RHIC

"heavy ion collisions without actual 
collisions, are you kidding me?"

• Heavy-ion collisions: not just for nuclear 
physics!

• The viability of using heavy-ion collisions for 
testing purely electromagnetic processes 
was already a hot topic before RHIC started

They outlined 3 main topics:

Ø Purely electromagnetic (photon+photon)

Ø Photonuclear interactions (via the hadronic 
structure of the photon)

Ø Coulomb excitation
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02 HOT TOPICS IN ULTRA-PERIPHERAL ION COLLISIONS
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f Lawrence Berkeley National Laboratory, Berkeley, CA, 94720, USA
g Department of Physics, Lund University, Lund SE-22100, Sweden
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Ultra-peripheral collisions of relativistic heavy ions involve long-ranged electromagnetic in-
teractions at impact parameters too large for hadronic interactions to occur. The nuclear
charges are large; with the coherent enhancement, the cross sections are also large. Many
types of photonuclear and purely electromagnetic interactions are possible. We present here
an introduction to ultra-peripheral collisions, and present four of the most compelling physics
topics. This note developed from a discussion at a workshop on “Electromagnetic Probes of
Fundamental Physics,” in Erice, Italy, Oct. 16-21, 2001.

1 What are Ultra-Peripheral Collisions?

Ultra-peripheral collisions are interactions that occur at impact parameters, b large enough
that no hadronic interactions can occur. In simple terms, b > 2RA, where RA is the nuclear
radius. Only electromagnetic interactions are possible; they can be purely electromagnetic (‘two-
photon’) or photonuclear(γA).

Ultra-peripheral collisions of heavy ions are interesting because the large ion charge (Z)
gives rise to extremely intense short-duration electromagnetic fields. Following the Weizsäcker-
Williams method, these fields are usually described as a spectrum of almost real (quasireal)
photons. When the photon wavelength is larger than the nucleus, the emission is coherent
and the flux is proportional to Z2. For relativistic particles with Lorentz boosts γ (to the lab
frame), this occurs for lab-frame photon energies k < γh̄c/RA. In the target nucleus rest frame,
photons from the other nucleus have a maximum energy of (2γ2 → 1)h̄c/RA, about 500 GeV at
the Relativistic Heavy Ion Collider (RHIC) at BNL, and 1 PeV at the Large Hadron Collider
(LHC) at CERN. RHIC and LHC are high-luminosity γA colliders; LHC has an energy reach far
beyond other existing or planned machines. Figure 1 shows the ratio of the γA to AA luminosity
for heavy ions at RHIC and the LHC; γp collisions may also be of interest. Also shown, for
comparison, is the ratio for the proposed eRHIC electron-ion collider.
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RELATIVISTIC COULOMB COLLISIONS 
AND THE VIRTUAL RADIATION SPECTRUM 

C.A. BERTULANI* and G. BAUR 
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Abstract: We evaluate the Coulomb-excitation cross sections in relativistic heavy-ion collisions by means 
of the plane-wave Born approximation. The final total cross section is shown to be equal to that 
obtained by a semiclassical method. As a byproduct the virtual photon spectrum for similar 
electromagnetic processes is derived. Comparison with other methods is performed. 

1. Introduction 

Recent experiments ‘) and theoretical works 2-5) created vivid interest in Coulomb 
excitation in relativistic heavy-ion collisions. The basic assumption in this kind of 
reaction is that the nuclei do not penetrate each other. When they penetrate the 
reaction is overwhelmingly due to the strong interaction so that the cross sections 
for the two different processes do not interfere. Since the Coulomb scattering for 
high energies is predominantly forward-peaked, Winther and Alder ‘) used a retarded 
Coulomb potential for a projectile moving in a straight line, i.e. the so-called 
LiCnard-Wiechart potential, in order to calculate the total Coulomb-excitation cross 
section of the target nucleus. Corrections due to the finite size of the projectile with 
respect to the Coulomb excitation of the target, and vice versa, were performed by 
Jsckle and Pilkuhn ‘) by means of the eikonal approximation. But, as already 
mentioned by Olson et al. ‘), their results are questionable, especially in their limiting 
form for a point projectile. The relation between the electric-dipole excitation cross 
section obtained by Winther and Alder and the virtual photon theory of Weizslcker 
and Williams was demonstrated by Hoffman and Baur3). Later on, it was shown 
by Goldberg “) how one can extend the Weizsicker-Williams method in order to 
calculate the virtual photon numbers not only for the El but also for all other 
multipolarities of the radiation. 

In sect. 2 we outline the calculation of the transition amplitude for the Coulomb- 
excitation process in the plane-wave Born approximation (PWBA). We found that 
some steps of our calculation are equal to those introduced by Winther and Alder *). 
As a matter of fact, it is shown in sect. 3 that, under certain assumptions, the 

* On leave of absence from the Federal University of Rio de Janeiro, Brazil, and supported by the 
Deutscher Akademischer Austauschdienst/CAPES. 
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2002 : First Photonuclear Measurements

Ø787 events (after selection) from 
Au+Au collisions at 𝑠!! =
130	GeV

ØHalf field (0.25 T)

ØZDC-based ‘minimum-bias’ trigger 
and topological (for 0n0n)
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The STAR collaboration reports the first observation of exclusive ρ0 photo-production, AuAu→
AuAuρ0, and ρ0 production accompanied by mutual nuclear Coulomb excitation, AuAu →
Au!Au!ρ0, in ultra-peripheral heavy-ion collisions. The ρ0 have low transverse momenta, con-
sistent with coherent coupling to both nuclei. The cross sections at

√
sNN = 130 GeV agree with

theoretical predictions treating ρ0 production and Coulomb excitation as independent processes.

PACS numbers: 25.20.-x, 25.75.DW, 13.60.-r

In ultra-peripheral heavy-ion collisions the two nuclei
geometrically ‘miss’ each other and no hadronic nucleon-
nucleon collisions occur. At impact parameters b sig-
nificantly larger than twice the nuclear radius RA, the
nuclei interact by photon exchange and photon-photon
or photon-Pomeron collisions [1]. Examples are nuclear
Coulomb excitation, electron-positron pair and meson
production, and vector meson production. The exchange
bosons can couple coherently to the nuclei, yielding large
cross sections. Coherence restricts the final states to low
transverse momenta, a distinctive experimental signa-
ture. The STAR collaboration reports the first observa-
tion of coherent exclusive ρ0 photo-production, AuAu→
AuAuρ0, and coherent ρ0 production accompanied by
mutual nuclear excitation, AuAu → Au!Au!ρ0. Ultra-
peripheral heavy-ion collisions are a new laboratory for
diffractive interactions, complementary to fixed-target ρ0

photo-production on complex nuclei [2].

Exclusive ρ0 meson production, AuAu→AuAuρ0 (c.f.
Fig. 1a), can be described by the Weizsäcker-Williams
approach [3] to the photon flux and the vector meson
dominance model [4]. A photon emitted by one nucleus
fluctuates to a virtual ρ0 meson, which scatters elasti-
cally from the other nucleus. The gold nuclei are not
disrupted, and the final state consists solely of the two
nuclei and the vector meson decay products [5]. In the

rest frame of the target nucleus, mid-rapidity ρ0 produc-
tion at RHIC corresponds to a photon energy of 50 GeV
and a photon-nucleon center-of-mass energy of 10 GeV.
At this energy, Pomeron (P) exchange dominates over
meson exchange, as indicated by the rise of the ρ0 pro-
duction cross section with increasing energy in lepton-
nucleon scattering [6]. In addition to coherent ρ0 produc-
tion, the exchange of virtual photons may excite the nu-
clei. These processes are assumed to factorize for heavy-
ion collisions, which is justified by the similar case of
two-photon interactions in relativistic ion collisions ac-
companied by nuclear breakup, where it was shown that
the non-factorisable diagrams are small [7]. The process
AuAu→Au!Au!ρ0 is shown in Fig. 1b. In lowest order,
mutual nuclear excitation of heavy ions occurs by the ex-
change of two photons [8, 9]. Because of the Coulomb

Au
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ρ
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Au*Au
*

ρ

Au

π

π

b)a)

γγ

AuAu *

π
π

γ* γ*

PP

FIG. 1: Diagram for (a) exclusive ρ0 production in ultra-
peripheral heavy ion collisions, and (b) ρ0 production with
nuclear excitation. The dashed lines indicate factorization.

3

barrier for the emission of charged particles, nearly all
nuclear decays following photon absorption include neu-
tron emission [10].
The photon and Pomeron can couple coherently to

the gold nuclei. The wavelength λγ,P > 2RA leads to
coherence conditions: a low transverse momentum of
pT < πh̄/RA (→ 90 MeV/c for gold with RA → 7 fm),
and a maximum longitudinal momentum of p‖<πh̄γ/RA

(→ 6 GeV/c at γ = 70), where γ is the Lorentz boost of
the nucleus. The ρ0 production cross sections are large.
The photon flux is proportional to the square of the nu-
clear charge Z2 [3], and the forward cross section for elas-
tic ρ0A scattering dσρA/dt|t=0 scales as A4/3 for surface
coupling and A2 in the bulk limit. At a center-of-mass
energy of

√
sNN =130 GeV per nucleon-nucleon pair, a

total ρ0 cross section, regardless of nuclear excitation,
σ(AuAu→Au(#)Au(#)ρ0) = 350 mb is predicted from a
Glauber extrapolation of γp→ρ0p data [5]. Calculations
for coherent ρ0 production with nuclear excitation as-
sume that both processes are independent, sharing only
a common impact parameter [5, 8].
In the year 2000, the Relativistic Heavy Ion Collider

(RHIC) at Brookhaven National Laboratory collided gold
nuclei at

√
sNN =130 GeV. In the Solenoidal Tracker at

RHIC (STAR) [11], charged particles are reconstructed
with a cylindrical time projection chamber (TPC) [12]
operated in a 0.25 T solenoidal magnetic field. A cen-
tral trigger barrel (CTB) of 240 scintillator slats sur-
rounds the TPC. Two zero degree hadron calorimeters
(ZDCs) at ± 18 m from the interaction point are sensi-
tive to the neutral remnants of nuclear break-up, with
98±2% acceptance for neutrons from nuclear break-up
through Coulomb excitation [9, 13].
Exclusive ρ0 production has a distinctive signature:

the π+π− from the ρ0 decay in an otherwise ‘empty’ de-
tector. The tracks are approximately back-to-back in the
transverse plane due to the small pT of the pair. The gold
nuclei remain undetected within the beam.
Two data sets are used in this analysis. For AuAu→

AuAuρ0, about 30,000 events were collected using a low-
multiplicity ‘topology’ trigger. The CTB was divided in
four azimuthal quadrants. Single hits were required in
the opposite side quadrants; the top and bottom quad-
rants acted as vetoes to suppress cosmic rays. A fast
on-line reconstruction [14] removed events without re-
constructible tracks from the data stream. To study
AuAu → Au#Au#ρ0, a data set of about 800,000 ‘min-
imum bias’ events, which required coincident detection
of neutrons in both ZDCs as a trigger, is used.
Events are selected with exactly two oppositely

charged tracks forming a common vertex within the in-
teraction region. The ρ0 candidates are accepted within
a rapidity range |yρ|<1. A systematic uncertainty of 5%
is assigned to the number of ρ0 candidates by varying the
event selection criteria. The specific energy loss dE/dx
in the TPC shows that the event sample is dominated by
pion pairs. Without the ZDC requirement in the topol-
ogy trigger, cosmic rays are a major background. They
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FIG. 2: The pT spectra of pion pairs for the 2-track events
selected by (a) the topology trigger (0n,0n) and (b) the mini-
mum bias trigger (xn,xn). Points are oppositely charged pairs,
and the shaded histograms are the normalized like-sign com-
binatorial background. The open histograms are simulated
ρ0 superimposed onto the background.

are removed by requiring that the two pion tracks have
an opening angle of less than 3 radians. Using the en-
ergy deposits in the ZDCs, we select events with at least
one neutron (xn,xn), exactly one neutron (1n,1n), or no
neutrons (0n,0n) in each ZDC, and events with at least
one neutron in exactly one ZDC (xn,0n); the latter two
occur only in the topology trigger. A 10% uncertainty
arises from the selection of single neutron signals.
The uncorrected transverse momentum spectra of pion

pairs for the two-track event samples of the topology
trigger (0n,0n) and the minimum bias trigger (xn,xn)
are shown in Fig. 2. Both spectra are peaked at pT →
50 MeV/c, as expected for coherent coupling. A back-
ground model from like-sign combination pairs, normal-
ized to the signal at pT > 200 MeV/c, is not peaked. For
comparison, the pT spectra from Monte Carlo simula-
tions [5] discussed below are shown. They are normal-
ized to the ρ0 signal at pT < 150 MeV/c and added to
the background. The Mππ invariant mass spectra (c.f.
Fig. 4) for both event samples are peaked around the ρ0

mass. We find 131 ± 14 (0n,0n) and 656 ± 36 (xn,xn)
events at pT < 150 MeV/c, which we define as coherent
ρ0 candidates.
The data contain combinatorial background contri-

butions from grazing nuclear collisions and incoherent
photon-nucleon interactions, which are statistically sub-
tracted. Incoherent ρ0 production, where a photon in-
teracts with a single nucleon, yields high pT ρ0s, which
are suppressed by the low pair pT requirement; the
remaining small contribution is indistinguishable from
the coherent process. A coherently produced back-
ground arises from the mis-identified two-photon process
AuAu → Au(#)Au(#)l+l−. It contributes mainly at low
invariant mass Mππ < 0.5 GeV/c2. Electrons with mo-
menta p < 140 MeV/c can be identified by their energy
loss dE/dx. About 30 e+e− pairs, peaked at low pair
pT →20 MeV/c, were detected in the minimum bias data
sample [15]. They are extrapolated to the full phase space
using a Monte-Carlo simulation that describes e+e− pair
production by lowest order perturbation theory [16].
Electron-positron pairs contribute 4 ± 1% to the signal
at pT < 150 MeV/c and Mρ ± 0.3 GeV/c. For a given
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FIG. 3: Rapidity distribution (a) of ρ0 candidates (xn,xn)
for the minimum bias data (points) compared to the normal-
ized reconstructed (shaded histogram) and generated (open
histogram) events from the Monte Carlo simulation. The dif-
ferential cross section (b) dσ(γAu→ρAu)/dt for the same data
set; the line indicates the exponential fit.

Mll, muons have lower momenta than the correspond-
ing electrons and are less likely to be detected. Their
< 2% contribution to the coherent signal, as well as the
contribution from ω decays are neglected.
The acceptance and reconstruction efficiency were

studied using a Monte Carlo event generator that re-
produces the expected kinematic and angular distribu-
tions for ρ0 production with and without nuclear excita-
tion [5, 17], coupled with a full detector simulation. The
ρ0 decay angle distribution is consistent with s-channel
helicity conservation. The ρ0 production angles are not
reconstructed since the AuAu scattering plane can not
be determined. The efficiencies are almost independent
of pT and the reconstructed invariant mass Mππ. For the
minimum bias trigger, 42±5% of all ρ0 within |yρ|<1 are
reconstructed. The topology trigger vetoes the top and
bottom of the TPC, reducing the geometrical acceptance.
Pions with pT < 100 MeV/c do not reach the CTB, ef-
fectively excluding pairs with Mππ < 500 MeV/c2. Only
7±1% of all ρ0 with |yρ| < 1 are reconstructed in the
topology trigger. The pT resolution is 9 MeV/c. The
Mππ and rapidity resolutions are 11 MeV/c2 and 0.01.
The rapidity distribution for ρ0 candidates (xn,xn)

from the minimum bias data is shown in Fig. 3a). It
is well described by the reconstructed events from a sim-
ulation, which includes nuclear excitation [5]. The gener-
ated rapidity distribution is also shown. The acceptance
is small for |yρ|> 1, so this region is excluded from the
analysis. Cross sections are extrapolated from |yρ|<1 to
the full 4π acceptance by σρ

4π/σ
ρ
|yρ|<1

=1.9 for ρ0 produc-

tion with nuclear break-up, and σρ
4π/σ

ρ
|yρ|<1

= 2.7 for ρ0

production without nuclear break-up. A 15% uncertainty
in the extrapolations is estimated by varying the Monte
Carlo parameters. Event rapidity and photon energy are
related by y = (1/2) ln (2Eγ/Mρ). But, the average pho-
ton energy per rapidity bin →Eγ〉 ∼ 50 GeV is constant,
when taking the ambiguity of photon emitter and scat-
tering target into account.
The minimum bias data sample has an integrated lu-

minosity of L = 59 mb−1. The luminosity was mea-
sured by counting events containing more than 5 nega-
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FIG. 4: The dσ(AuAu → Au∗Au∗ρ)/dMππ spectrum for
2-track (xn,xn) events with pair-pT <150 MeV/c in the min-
imum bias data. The shaded histogram is the combinato-
rial background, and the hatched histogram contains an ad-
ditional contribution from coherent e+e− pairs. The fits cor-
respond to Eq. 2: the sum (solid) of a Breit-Wigner, a mass–
independent contribution from direct π+π− production and
their interference (all dashed), and a second order polynomial
for the residual background (dash-dotted).

tively charged hadrons with pT >100 MeV/c and pseudo-
rapidity |η| < 0.5. These events represent 79% of the
hadronic cross section [18]. We assume a total gold-gold
hadronic cross section of 7.2 b [8]; its uncertainty domi-
nates the 10% systematic uncertainty of L.
The differential cross section dσ(γAu → ρAu)/dt ∼

dσ(γAu→ ρAu)/dp2T for the (xn,xn) events is shown in
Fig. 3b). Here, the combinatorial background is sub-
tracted. The photon flux is determined by integration
of the photon-spectrum of a relativistic nucleus over
the impact parameter space [5]. For ρ0 production in
ultra-peripheral collisions, dσ/dt reflects not only the nu-
clear form factor, but also the photon pT distribution
and the interference of production amplitudes from both
gold nuclei. The interference arises since both nuclei
can be either the photon source or the scattering tar-
get [19]. A detailed study of this effect is beyond the
scope of this paper and the available statistics. From a
fit to dσρAu/dt ∝ e−bt we obtain a forward cross section
dσρA/dt|t=0=965± 140±230 mb/GeV2 and an approxi-
mate gold radius of RAu=

√
4b=7.5±2 fm, comparable

to previous results [2].
The dσ(AuAu → Au∗Au∗ρ)/dMππ invariant mass

spectrum for the (xn,xn) events with a pair pT <
150 MeV/c is shown in Fig. 4; the (0n,0n) events have a
similar dσ/dMππ spectrum. Three different parameteri-
zations are applied:

dσ/dMππ = fρ ·BW (Mππ) + fI · I(Mππ) + fp, (1)

dσ/dMππ =

∣

∣

∣

∣

A

√

MππMρΓρ

M2
ππ −M2

ρ + iMρΓρ
+B

∣

∣

∣

∣

2

+ fp, (2)

dσ/dMππ = fρ ·BW (Mππ) · (mρ/Mππ)
n + fp. (3)

Eq. 1 is a relativistic Breit-Wigner, BW = MππMρΓρ/
[(M2

ρ−M2
ππ)

2+M2
ρΓ

2
ρ], for ρ0 production plus a Söding

interference term [20], I(Mππ) = (M2
ρ −M2

ππ)/[(M
2
ρ −

M2
ππ)

2+M2
ρΓ

2
ρ], Eq. 2 is a modified Söding parametriza-

tion [21], and Eq. 3 is a phenomenological Ross-Stodolsky

Phys.Rev.Lett.89:272302,2002



2002 : First Photonuclear Measurements
Ø 787 events from Au+Au collisions at

𝑠!! = 130	GeV

Ø Half field (0.25 T)

Ø ZDC-based ‘minimum-bias’ trigger and 
topological (for 0n0n)

Ø Low-Pt = coherent production

Ø Cross section shows that central 
process and mutual Coulomb 
Excitation are separable
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The STAR collaboration reports the first observation of exclusive ρ0 photo-production, AuAu→
AuAuρ0, and ρ0 production accompanied by mutual nuclear Coulomb excitation, AuAu →
Au!Au!ρ0, in ultra-peripheral heavy-ion collisions. The ρ0 have low transverse momenta, con-
sistent with coherent coupling to both nuclei. The cross sections at

√
sNN = 130 GeV agree with

theoretical predictions treating ρ0 production and Coulomb excitation as independent processes.

PACS numbers: 25.20.-x, 25.75.DW, 13.60.-r

In ultra-peripheral heavy-ion collisions the two nuclei
geometrically ‘miss’ each other and no hadronic nucleon-
nucleon collisions occur. At impact parameters b sig-
nificantly larger than twice the nuclear radius RA, the
nuclei interact by photon exchange and photon-photon
or photon-Pomeron collisions [1]. Examples are nuclear
Coulomb excitation, electron-positron pair and meson
production, and vector meson production. The exchange
bosons can couple coherently to the nuclei, yielding large
cross sections. Coherence restricts the final states to low
transverse momenta, a distinctive experimental signa-
ture. The STAR collaboration reports the first observa-
tion of coherent exclusive ρ0 photo-production, AuAu→
AuAuρ0, and coherent ρ0 production accompanied by
mutual nuclear excitation, AuAu → Au!Au!ρ0. Ultra-
peripheral heavy-ion collisions are a new laboratory for
diffractive interactions, complementary to fixed-target ρ0

photo-production on complex nuclei [2].

Exclusive ρ0 meson production, AuAu→AuAuρ0 (c.f.
Fig. 1a), can be described by the Weizsäcker-Williams
approach [3] to the photon flux and the vector meson
dominance model [4]. A photon emitted by one nucleus
fluctuates to a virtual ρ0 meson, which scatters elasti-
cally from the other nucleus. The gold nuclei are not
disrupted, and the final state consists solely of the two
nuclei and the vector meson decay products [5]. In the

rest frame of the target nucleus, mid-rapidity ρ0 produc-
tion at RHIC corresponds to a photon energy of 50 GeV
and a photon-nucleon center-of-mass energy of 10 GeV.
At this energy, Pomeron (P) exchange dominates over
meson exchange, as indicated by the rise of the ρ0 pro-
duction cross section with increasing energy in lepton-
nucleon scattering [6]. In addition to coherent ρ0 produc-
tion, the exchange of virtual photons may excite the nu-
clei. These processes are assumed to factorize for heavy-
ion collisions, which is justified by the similar case of
two-photon interactions in relativistic ion collisions ac-
companied by nuclear breakup, where it was shown that
the non-factorisable diagrams are small [7]. The process
AuAu→Au!Au!ρ0 is shown in Fig. 1b. In lowest order,
mutual nuclear excitation of heavy ions occurs by the ex-
change of two photons [8, 9]. Because of the Coulomb

Au

Au

*

ρ

Au

Au*Au
*

ρ

Au

π

π

b)a)

γγ

AuAu *

π
π

γ* γ*

PP

FIG. 1: Diagram for (a) exclusive ρ0 production in ultra-
peripheral heavy ion collisions, and (b) ρ0 production with
nuclear excitation. The dashed lines indicate factorization.
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barrier for the emission of charged particles, nearly all
nuclear decays following photon absorption include neu-
tron emission [10].
The photon and Pomeron can couple coherently to

the gold nuclei. The wavelength λγ,P > 2RA leads to
coherence conditions: a low transverse momentum of
pT < πh̄/RA (→ 90 MeV/c for gold with RA → 7 fm),
and a maximum longitudinal momentum of p‖<πh̄γ/RA

(→ 6 GeV/c at γ = 70), where γ is the Lorentz boost of
the nucleus. The ρ0 production cross sections are large.
The photon flux is proportional to the square of the nu-
clear charge Z2 [3], and the forward cross section for elas-
tic ρ0A scattering dσρA/dt|t=0 scales as A4/3 for surface
coupling and A2 in the bulk limit. At a center-of-mass
energy of

√
sNN =130 GeV per nucleon-nucleon pair, a

total ρ0 cross section, regardless of nuclear excitation,
σ(AuAu→Au(#)Au(#)ρ0) = 350 mb is predicted from a
Glauber extrapolation of γp→ρ0p data [5]. Calculations
for coherent ρ0 production with nuclear excitation as-
sume that both processes are independent, sharing only
a common impact parameter [5, 8].
In the year 2000, the Relativistic Heavy Ion Collider

(RHIC) at Brookhaven National Laboratory collided gold
nuclei at

√
sNN =130 GeV. In the Solenoidal Tracker at

RHIC (STAR) [11], charged particles are reconstructed
with a cylindrical time projection chamber (TPC) [12]
operated in a 0.25 T solenoidal magnetic field. A cen-
tral trigger barrel (CTB) of 240 scintillator slats sur-
rounds the TPC. Two zero degree hadron calorimeters
(ZDCs) at ± 18 m from the interaction point are sensi-
tive to the neutral remnants of nuclear break-up, with
98±2% acceptance for neutrons from nuclear break-up
through Coulomb excitation [9, 13].
Exclusive ρ0 production has a distinctive signature:

the π+π− from the ρ0 decay in an otherwise ‘empty’ de-
tector. The tracks are approximately back-to-back in the
transverse plane due to the small pT of the pair. The gold
nuclei remain undetected within the beam.
Two data sets are used in this analysis. For AuAu→

AuAuρ0, about 30,000 events were collected using a low-
multiplicity ‘topology’ trigger. The CTB was divided in
four azimuthal quadrants. Single hits were required in
the opposite side quadrants; the top and bottom quad-
rants acted as vetoes to suppress cosmic rays. A fast
on-line reconstruction [14] removed events without re-
constructible tracks from the data stream. To study
AuAu → Au#Au#ρ0, a data set of about 800,000 ‘min-
imum bias’ events, which required coincident detection
of neutrons in both ZDCs as a trigger, is used.
Events are selected with exactly two oppositely

charged tracks forming a common vertex within the in-
teraction region. The ρ0 candidates are accepted within
a rapidity range |yρ|<1. A systematic uncertainty of 5%
is assigned to the number of ρ0 candidates by varying the
event selection criteria. The specific energy loss dE/dx
in the TPC shows that the event sample is dominated by
pion pairs. Without the ZDC requirement in the topol-
ogy trigger, cosmic rays are a major background. They
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FIG. 2: The pT spectra of pion pairs for the 2-track events
selected by (a) the topology trigger (0n,0n) and (b) the mini-
mum bias trigger (xn,xn). Points are oppositely charged pairs,
and the shaded histograms are the normalized like-sign com-
binatorial background. The open histograms are simulated
ρ0 superimposed onto the background.

are removed by requiring that the two pion tracks have
an opening angle of less than 3 radians. Using the en-
ergy deposits in the ZDCs, we select events with at least
one neutron (xn,xn), exactly one neutron (1n,1n), or no
neutrons (0n,0n) in each ZDC, and events with at least
one neutron in exactly one ZDC (xn,0n); the latter two
occur only in the topology trigger. A 10% uncertainty
arises from the selection of single neutron signals.
The uncorrected transverse momentum spectra of pion

pairs for the two-track event samples of the topology
trigger (0n,0n) and the minimum bias trigger (xn,xn)
are shown in Fig. 2. Both spectra are peaked at pT →
50 MeV/c, as expected for coherent coupling. A back-
ground model from like-sign combination pairs, normal-
ized to the signal at pT > 200 MeV/c, is not peaked. For
comparison, the pT spectra from Monte Carlo simula-
tions [5] discussed below are shown. They are normal-
ized to the ρ0 signal at pT < 150 MeV/c and added to
the background. The Mππ invariant mass spectra (c.f.
Fig. 4) for both event samples are peaked around the ρ0

mass. We find 131 ± 14 (0n,0n) and 656 ± 36 (xn,xn)
events at pT < 150 MeV/c, which we define as coherent
ρ0 candidates.
The data contain combinatorial background contri-

butions from grazing nuclear collisions and incoherent
photon-nucleon interactions, which are statistically sub-
tracted. Incoherent ρ0 production, where a photon in-
teracts with a single nucleon, yields high pT ρ0s, which
are suppressed by the low pair pT requirement; the
remaining small contribution is indistinguishable from
the coherent process. A coherently produced back-
ground arises from the mis-identified two-photon process
AuAu → Au(#)Au(#)l+l−. It contributes mainly at low
invariant mass Mππ < 0.5 GeV/c2. Electrons with mo-
menta p < 140 MeV/c can be identified by their energy
loss dE/dx. About 30 e+e− pairs, peaked at low pair
pT →20 MeV/c, were detected in the minimum bias data
sample [15]. They are extrapolated to the full phase space
using a Monte-Carlo simulation that describes e+e− pair
production by lowest order perturbation theory [16].
Electron-positron pairs contribute 4 ± 1% to the signal
at pT < 150 MeV/c and Mρ ± 0.3 GeV/c. For a given
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FIG. 3: Rapidity distribution (a) of ρ0 candidates (xn,xn)
for the minimum bias data (points) compared to the normal-
ized reconstructed (shaded histogram) and generated (open
histogram) events from the Monte Carlo simulation. The dif-
ferential cross section (b) dσ(γAu→ρAu)/dt for the same data
set; the line indicates the exponential fit.

Mll, muons have lower momenta than the correspond-
ing electrons and are less likely to be detected. Their
< 2% contribution to the coherent signal, as well as the
contribution from ω decays are neglected.
The acceptance and reconstruction efficiency were

studied using a Monte Carlo event generator that re-
produces the expected kinematic and angular distribu-
tions for ρ0 production with and without nuclear excita-
tion [5, 17], coupled with a full detector simulation. The
ρ0 decay angle distribution is consistent with s-channel
helicity conservation. The ρ0 production angles are not
reconstructed since the AuAu scattering plane can not
be determined. The efficiencies are almost independent
of pT and the reconstructed invariant mass Mππ. For the
minimum bias trigger, 42±5% of all ρ0 within |yρ|<1 are
reconstructed. The topology trigger vetoes the top and
bottom of the TPC, reducing the geometrical acceptance.
Pions with pT < 100 MeV/c do not reach the CTB, ef-
fectively excluding pairs with Mππ < 500 MeV/c2. Only
7±1% of all ρ0 with |yρ| < 1 are reconstructed in the
topology trigger. The pT resolution is 9 MeV/c. The
Mππ and rapidity resolutions are 11 MeV/c2 and 0.01.
The rapidity distribution for ρ0 candidates (xn,xn)

from the minimum bias data is shown in Fig. 3a). It
is well described by the reconstructed events from a sim-
ulation, which includes nuclear excitation [5]. The gener-
ated rapidity distribution is also shown. The acceptance
is small for |yρ|> 1, so this region is excluded from the
analysis. Cross sections are extrapolated from |yρ|<1 to
the full 4π acceptance by σρ

4π/σ
ρ
|yρ|<1

=1.9 for ρ0 produc-

tion with nuclear break-up, and σρ
4π/σ

ρ
|yρ|<1

= 2.7 for ρ0

production without nuclear break-up. A 15% uncertainty
in the extrapolations is estimated by varying the Monte
Carlo parameters. Event rapidity and photon energy are
related by y = (1/2) ln (2Eγ/Mρ). But, the average pho-
ton energy per rapidity bin →Eγ〉 ∼ 50 GeV is constant,
when taking the ambiguity of photon emitter and scat-
tering target into account.
The minimum bias data sample has an integrated lu-

minosity of L = 59 mb−1. The luminosity was mea-
sured by counting events containing more than 5 nega-
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FIG. 4: The dσ(AuAu → Au∗Au∗ρ)/dMππ spectrum for
2-track (xn,xn) events with pair-pT <150 MeV/c in the min-
imum bias data. The shaded histogram is the combinato-
rial background, and the hatched histogram contains an ad-
ditional contribution from coherent e+e− pairs. The fits cor-
respond to Eq. 2: the sum (solid) of a Breit-Wigner, a mass–
independent contribution from direct π+π− production and
their interference (all dashed), and a second order polynomial
for the residual background (dash-dotted).

tively charged hadrons with pT >100 MeV/c and pseudo-
rapidity |η| < 0.5. These events represent 79% of the
hadronic cross section [18]. We assume a total gold-gold
hadronic cross section of 7.2 b [8]; its uncertainty domi-
nates the 10% systematic uncertainty of L.
The differential cross section dσ(γAu → ρAu)/dt ∼

dσ(γAu→ ρAu)/dp2T for the (xn,xn) events is shown in
Fig. 3b). Here, the combinatorial background is sub-
tracted. The photon flux is determined by integration
of the photon-spectrum of a relativistic nucleus over
the impact parameter space [5]. For ρ0 production in
ultra-peripheral collisions, dσ/dt reflects not only the nu-
clear form factor, but also the photon pT distribution
and the interference of production amplitudes from both
gold nuclei. The interference arises since both nuclei
can be either the photon source or the scattering tar-
get [19]. A detailed study of this effect is beyond the
scope of this paper and the available statistics. From a
fit to dσρAu/dt ∝ e−bt we obtain a forward cross section
dσρA/dt|t=0=965± 140±230 mb/GeV2 and an approxi-
mate gold radius of RAu=

√
4b=7.5±2 fm, comparable

to previous results [2].
The dσ(AuAu → Au∗Au∗ρ)/dMππ invariant mass

spectrum for the (xn,xn) events with a pair pT <
150 MeV/c is shown in Fig. 4; the (0n,0n) events have a
similar dσ/dMππ spectrum. Three different parameteri-
zations are applied:

dσ/dMππ = fρ ·BW (Mππ) + fI · I(Mππ) + fp, (1)

dσ/dMππ =

∣

∣

∣

∣

A

√

MππMρΓρ

M2
ππ −M2

ρ + iMρΓρ
+B

∣

∣

∣

∣

2

+ fp, (2)

dσ/dMππ = fρ ·BW (Mππ) · (mρ/Mππ)
n + fp. (3)

Eq. 1 is a relativistic Breit-Wigner, BW = MππMρΓρ/
[(M2

ρ−M2
ππ)

2+M2
ρΓ

2
ρ], for ρ0 production plus a Söding

interference term [20], I(Mππ) = (M2
ρ −M2

ππ)/[(M
2
ρ −

M2
ππ)

2+M2
ρΓ

2
ρ], Eq. 2 is a modified Söding parametriza-

tion [21], and Eq. 3 is a phenomenological Ross-Stodolsky

Phys.Rev.Lett.89:272302,2002
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Figure 6.10: Four views of an e e pair in the STAR TPC. Top right: zy projection, top left: xy
projection (transverse), bottom left: zx projection, bottom right: 3-dimensional view.

2004: First Photon-Photon Measurements

• 800000 min-bias events from Au+Au collisions at 
𝑠!! = 200	GeV

• After applying signal selection (2 tracks only) – 
52 signal events remained

• First comparisons with leading order QED
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Figure 6.10: Four views of an e e pair in the STAR TPC. Top right: zy projection, top left: xy
projection (transverse), bottom left: zx projection, bottom right: 3-dimensional view.
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Figure 1.1: Electron-positron production with a mutual Coulomb excitation. The e e pair pro-
duction (right of the dashed line) is independent of the simultaneous nuclear excitation (left of the
dashed line).

Figure 1.1 gives a schematic view of this process. Each Au ion emits a field of virtual

photons, but this process doesn’t disrupt the emitting ion. The virtual photons can produce an e e

pair in collisions with the photons from the ion in the opposite beam. Additionally, photons can

cause an excitation of the Au ions in the opposite beam. We trigger on the AuAu collisions in which

both Au ions are excited via a photon exchange.

Recent theoretical and experimental studies of mutual Coulomb excitation in heavy-ion

collisions suggest that mutual excitation is independent of other reactions in the collision. How-

ever, Coulomb excitation has not been observed in coincidence with electromagnetic e e pair

production in any previous heavy-ion collision experiments.

The study of the reaction AuAu Au Au e e in STAR thus gives us a chance to ex-

amine two important physics questions. First is the test of QED at high fields – are there indications

that at the available energies more than two photons are involved in an e e pair creation? The

second question is whether pair production is independent of photonuclear excitation.
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The Photonuclear Era 2005-10: Light Vector Mesons

• Improving RHIC luminosity and trigger tuning led to huge increase in available statistics

• ~100K signal-like events (compared to ~1k from 2004)
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6 B. Grube

rays, in addition the region |yρ| < 0.05 was ex-
cluded.

The minimum bias data exhibit an interference
strength of c = 0.92 ± 0.07stat. close to the ex-
pected value. The value from the topology data
set is lower with c = 0.73± 0.10stat., but could be
affected by the imperfect topology trigger simu-
lation.

2.3. Incoherent ρ0 Production in Au-Au

Collisions

The incoherent ω0 production, where the ω0

couples to the individual nucleons, can be mea-
sured by extending the analyzed range of the
ω0 transverse momentum to 550 MeV/c. If the re-
gion of t < 0.002 (GeV/c)2, where interference ef-
fects reduce the cross section (see subsection 2.2),
is excluded, the t-distribution can be described by
a double exponential function

dσ

dt
= Acoh e

−Bcoht +Ainc e
−Binct (7)

Bcoh is the slope parameter of the exponen-
tial that dominates the low-pρT region and corre-
sponds to the coherent production. Accordingly
Binc is the slope parameter of the incoherent pro-
duction that extends to larger pρT .

Figure 6 shows a fit of Eq. (7) to the year
2002 minimum bias data from Au-Au at

→
s
NN

=
200 GeV that givesBcoh = 388±24stat. (GeV/c)−2

and Binc = 8.8 ± 1.0stat. (GeV/c)−2 [8]. By in-
tegrating the exponentials the cross section ratio
of incoherent to coherent ω0 production accompa-
nied by mutual Coulomb excitation was measured
to 29± 3stat. ± 8syst. %.

2.4. ρ0 Production in d-Au Collisions

In d-Au ultra-peripheral collisions the virtual
photon is predominantly emitted by the gold nu-
cleus, due to its larger charge. There are two
possible ω0 production processes: coherent scat-
tering on the entire deuteron, γ∗d → ω0d, and
“incoherent” scattering on the individual nucle-
ons of the deuteron in the course of which the
deuteron dissociates, γ∗d → ω0 pn.

During the year 2003 run STAR took data of
d-Au collisions at

→
s
NN

= 200 GeV using two
UPC triggers. The first trigger was a topology
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0 0.05 0.1 0.15 0.2 0.25 0.3

2
/d

yd
t, 

m
b/

G
eV

σ2 d

1

10

210

310

Figure 6. Dependence of the ω0 production cross
section on the squared momentum transfer t for
the minimum bias data [8]. The solid line shows
the result of a fit to the double exponential Eq. (7)
with the steep line at low t corresponding to co-
herent production. The line at larger t describes
the incoherent ω0 production.

trigger which selected mainly coherent interac-
tions. The second trigger required, in addition
to the topology condition, a neutron signal from
the deuteron breakup in the corresponding ZDC.
This data sample contains incoherent scattering
events.
Figure 7 shows the t-spectrum, with t ≈

(pρT )
2, for incoherent scattering accompanied by

deuteron dissociation. A fit with an exponen-
tial gives a slope parameter of B = 9.1 ±
0.9stat. (GeV/c)−2 which is related to the nucleon
form factor. This value is compatible with the
slope parameter of Binc = 8.8±1.0stat. (GeV/c)−2

measured in incoherent ω0 production accompa-
nied by mutual Coulomb excitation in Au-Au
collisions at

→
s
NN

= 200 GeV (cf. subsec-
tion 2.3; [8]) and also agrees with the value of
B = 10.9 ± 0.3stat.

+1.0
−0.5 syst. (GeV/c)−2 measured

at ZEUS [10]. The downturn of the distribution
at low t, which is also seen in low energy γd ex-
periments [16], is due to the fact that there is not
enough energy to dissociate the deuteron.

Separation of Coherent 
vs. Incoherent

Larger datasets opens new physics oportunities
5

East ZDC, we find 1n:2n:3n is 1: 0.46 ± 0.08: 0.42 ± 0.04.
This spectrum allows us to measure the cross-section for
different excitation states.
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FIG. 2: ZDC spectra obtained with the minimum bias sample
after the ρ0 selection cuts are applied, and fit with three Gaus-
sians. The east ZDC is shown on the left and the west ZDC is
shown on the right. The ratio of numbers of candidates in the
West ZDC of 1n:2n:3n is 1: 0.48 ± 0.03: 0.42 ± 0.03, while in
the East ZDC, we find 1n:2n:3n is 1: 0.46 ± 0.03: 0.42 ± 0.03.

III. ρ0 PHOTOPRODUCTION

A. Event Selection

This analysis selected events with two oppositely
charged tracks forming a primary vertex (beam inter-
action point) and having less than six reconstructed
charged tracks per event. A ρ0 photoproduction event
should have exactly two tracks in the TPC, but addi-
tional tracks may come from overlapping interactions,
including beam-gas events. The STAR TPC has a 36 µs
drift time, so any charged particles traversing the TPC
within ±36 µs may deposit energy which overlaps with
the tracks of interest. We accounted for the effect of
these tracks in our analysis by allowing for varying num-
bers of total tracks in the event, including primary and
secondary tracks. We analyze only events with exactly 2
tracks forming a primary vertex. If the cut on the total
number of tracks is relaxed from 2 to 5, the number of
reconstructed ρ0 increases by 27 ± 1 %. The results were
corrected by this factor.

The reconstruction software formed a vertex from the
charged particle trajectories. An iterative procedure was
used to successively remove tracks that were inconsistent
with the vertex position; after the least consistent track
was removed, the a new vertex was found. This process
continued until a vertex was found with an acceptable
probability. The single track reconstruction efficiency for
|η| < 1.2 is about 85 %, and the vertex finding efficiency
for a two-track vertex is 80 ± 2 %. There are several types
of backgrounds: peripheral hadronic interactions, other
photonuclear interactions, e+e− pairs from two-photon
interactions, and unrelated processes such as beam-gas
interactions, cosmic ray muons and pile-up events. These
backgrounds can be reduced by cuts on the total multi-
plicity, vertex position, and other event characteristics.

The multiplicity cut suppresses the contribution from
hadronic and pile-up events. After the cuts on the mul-
tiplicty, the minimum bias and topology samples con-
tain 48,670 and 98,112 events, respectively. In order to
reduce the backgrounds originating from processes like
beam-gas events, upstream interactions, cosmic rays and
pile-up events, we selected events with primary vertices
within 15 cm radially and 100 cm longitudinally (along
the beam direction) of the center of the interaction re-
gion. Those two cuts reject approximately 25 % of the
events. We also required that tracks have at least 14
hits in the TPC (out of a maximum of 45 possible hits).
This cut rejected another 30 % of the events. In order to
retain as many of the incoherently produced ρ0 mesons
as possible while removing combinatorial background, a
relatively soft cut on the ρ0 transverse momentum (pT →
550 MeV/c) was applied. After cuts, the minimum bias
sample contains 5,011 events, while the topology sample
contains 14,693 events.

Backgrounds from two-photon interactions and non-ρ0

photonuclear interactions are small. The cross-sections
for two-photon production of e+e− in the STAR accep-
tance are small [21]. They were a small correction in the
130 GeV analysis, but the current study requires Mπ+π−

> 500 MeV/c2. With this cut, the corrections are negli-
gible.

There is also a small background from coherent ω pho-
toproduction; the π+π− final state has a negligible 2.2 %
branching ratio [23], but the π+π−π0 final state has an
89 % branching ratio. The (π+π−) invariant mass dis-
tribution from 3-pion decay peaks at a lower value, and
higher pT than the ρ0 → π+π−. This is about a 2.7 %
correction to the incoherent ρ0 cross-section; we neglect
this here.

The hadronic interactions produce much higher mul-
tiplicity final states than the photoproduced ρ0 and can
be easily distinguished by their total multiplicity [22].

Even with the veto from the top and bottom CTB
quadrants in the trigger, some cosmic-rays remain in the
topology sample. Particles that pass near the interaction
region may be reconstructed as a pair of back-to-back
tracks with net charge 0, net pT ≈ 0 and yρ0 ≈ 0. These
events are removed by applying a cut on the rapidity so
that the accepted events have |yρ0 | > 0.01. On the other
hand, the ZDC energy coincidence requirements largely
eliminate cosmic-ray contamination in the minimum bias
sample.

We use two approaches to estimate the remaining
backgrounds. As with the 130 GeV analysis, like-sign
pairs (π+π+ and π−π−) provide a good background
model [11]. That analysis only considered coherent ρ0

production; the like-sign background was scaled up by a
factor of 2.2 to match the data at high pT . By definition,
this treats incoherent ρ0 production as a background.
We use this approach to measure the ratio of directly
produced π+π− pairs to ρ0 production (|B/A| ratio) for
the coherently produced ρ0 mesons, since it correctly es-
timates the combinatorial background.

6

For the rest of the measurements, we use the unscaled
background in order to retain the incoherent ρ0 signal.
For incoherent ρ0 photoproduction, we split the invari-
ant mass histogram into different pT ranges, and fit each
pT bin separately to determine the yield. In our fits to
the Mπ+π− spectrum the background is parameterized by
a polynomial. The polynomial function is fixed with pa-
rameters obtained from the fit of the polynomial function
to the non-scaled like-sign distribution. These different
approaches for the background description cause a 3 %
systematic error in the cross-section measurement.

B. Efficiency and Acceptance Determination

The acceptance of the detector was studied using a
Monte Carlo event generator which is based on the KN
model [5, 12] to generate events which reproduce the
kinematic properties and spatial distributions of the ρ0

mesons produced via coherent photoproduction. These
events were passed through a realistic detector simula-
tion which reproduces detector resolution and efficiency.
The efficiency includes the detector acceptance, track and
vertex reconstruction efficiencies, and selection cuts.

The ρ0 reconstruction efficiency was studied as a func-
tion of pT , p2

T , Φ (azimuthal angle in the center-of-mass
system of AuAu), Θ (polar angle in the center-of-mass
system of AuAu), yρ0 (rapidity) and Mπ+π− . The mean
efficiency for minimum bias ρ0s with |yρ0 | < 1 is 44 ±
2 %. This efficiency is relatively constant with respect to
pT and azimuthal angle, but drops as |yρ0 | increases, due
to the TPC acceptance dropping at higher rapidity. The
mean efficiency for topology-triggered ρ0s with |yρ0 | < 1
is 11 ± 1 %, the efficiency drops slowly as pT or |yρ0 |
rises. There is also an azimuthal dependence due to the
topology trigger veto regions.

The estimated resolution for pT , yρ0 and Mπ+π− are
approximately 6 MeV/c, 0.01 and 6 MeV/c2 respectively
for track pairs that passed through the ρ0 selection cuts.

C. Luminosity

The luminosity for the minimum bias data sample is
calculated by assuming that the main contribution to the
total cross-section arises from hadronic production, with
a known cross-section. The luminosity was measured by
counting events with at least 14 primary tracks with pT →
0.1 GeV/c and |yρ0 | ≤ 0.5. These events correspond to
80 % of the total hadronic production cross-section of
7.2 b [24]. An extra correction is required to remove
the effects of an unstable dead time caused by the SVT
(Silicon Vertex Detector). The integrated luminosity of
the minimum bias sample is measured to be L = 461
mb−1 with a systematic uncertainty of 10 % which is
largely due to the uncertainty of the gold-gold hadronic
cross-section.

D. Invariant Mass Fit Function

The invariant mass distribution of track pairs was
found by assuming that all reconstructed particles were
pions; no particle identification was needed due to the
low background level after selection cuts were applied to
the tracks. The invariant mass distributions for the min-
imum bias and topology samples are shown in Fig. 3.

Pion pairs may be photoproduced via an intermediate
ρ0, or the photon may fluctuate directly to a π+π− pair.
The direct process produces a flat Mπ+π− mass distri-
bution. The two experimentally indistinguishable pro-
cesses interfere and the interference is constructive for
Mπ+π− < Mρ0 and destructive for Mπ+π− > Mρ0 [25].
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FIG. 3: Top: The invariant mass distribution for the coher-
ently produced ρ0 candidates from the minimum bias sam-
ple with the cut on the ρ0 transverse momentum pT <
150 MeV/c. Bottom: The invariant mass distribution for the
coherently produced ρ0 candidates obtained from the topol-
ogy sample with the cut on the ρ0 transverse momentum pT <
150 MeV/c. The hatched area is the contribution from the
combinatorial background. The solid line corresponds to Eq.
3 which encompasses the Breit-Wigner (dashed), the mass
independent contribution from the direct π+π− production
(dash-dotted), and the interference term(dotted).
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Table II summarizes the measured coherent and inco-
herent production cross-sections and compares them with
results obtained at

→
sNN = 130 GeV [11]. The measured

12% increase (with large errors) in the coherent photo-
production cross-section (going from 130 to 200 GeV col-
lisions) is much less than is predicted by all 3 models [6],
[22] and [8], which predict cross-section increases of be-
tween 70% and 80%. Our results at

→
sNN = 200 GeV/c

support the ρ0-nucleon cross-sections used in KN [22].

Several sources of systematic error have been consid-
ered in this analysis. The main sources of the systematic
errors for the cross-section in the rapidity range |yρ0 | < 1
are 10 % for the luminosity measurement, 3 % due to the
different approaches for the background description and
7 % for the applied cuts and fit function. The major addi-
tional systematic error for the total coherent and incoher-
ent production cross-sections is 6 % for the extrapolation
to the full rapidity interval. The error is mainly due to
the difference between extrapolation factor in KN and
FSZ models. These uncertainties were added in quadra-
ture to give the systematic error for the total production
cross-section.

G. ρ0 Spin Density Matrix

The angular distribution of the π+ and π− in the
γ−nucleon center of mass frame can be used to determine
the ρ0 spin density matrix elements. This has previously
been studied in γp collisions at HERA [26]. There, mea-
surement of the recoiling proton allowed the γp center of
mass frame to be determined. STAR does not observe
the recoiling proton, and so we cannot separate the mea-
sured pT into contributions from the photon and from
the nucleon. Furthermore, there is a two-fold ambiguity
about photon direction. Because of these problems, we
perform our analysis with respect to the z-axis (beam
direction). Since the laboratory frame is heavily boosted
with respect to the γp center-of-mass frame, this is a
good approximation; in the target frame, the ρ0 direc-
tion is within 1-2 mrad of the beam axis. Θh is defined
as the polar angle between the beam direction and the di-
rection of the π+ in the ρ0 rest frame. With the two-fold
ambiguity in photon direction, the +z and −z directions
are equivalent. This does not affect two terms: cos2(Θh)
and sin2(Θh), since they are symmetric around π/2 (i.e.
around mid-rapidity). However the term sin(2Θh) is not
symmetric around π/2 and therefore we are not sensitive
to the interference between helicity states non-flip to sin-
gle flip. The azimuthal angle Φh is the angle between the
decay plane and the ρ0 production plane. The produc-
tion plane of the ρ0 contains the ρ0 and a virtual photon.
The dependence of the cross-section on Φh and cos(Θh)
can be written as follows [17]:

1

σ

d2σ

d cos(Θh)dΦh
=

3

4π
· [

1

2
(1 − r04

00)

+
1

2
(3r04

00 − 1) cos2(Θh)

−
→

2#e[r04
10 ] sin(2Θh) cos(Φh)

−r04
1−1 sin2(Θh) cos(2Φh)]. (6)

The three independent spin density matrix elements
r04
00 , r

04
10 , r

04
1−1 can be extracted by fitting the two dimen-

sional angular correlation. The superscripts indicate con-
tributions from the photon polarization states [34]. The
element r04

00 represents the probability that the ρ0 is pro-
duced with helicity 0 from a photon with helicity ± 1.
The element r04

1−1 is related to the size of the interference
between the helicity non-flip and double flip and #e[r04

10 ]
is related to the interference of non-flip to single flip,
where #e[r04

10 ] stands for the real part of r04
10 . If helicity

conservation holds, then all three matrix elements will be
close to zero.

Figure 8 shows the Φh vs cos(Θh) correlation fit for
the minimum bias data set. The measured spin density
matrix elements are shown in Table III. The method
used is to fit the invariant mass distributions in bins of
Φh and cos(Θh) to determine the yield in each bin.

The background is accounted for in the fitting function
with non-scaled like-sign pairs as described in section
III A. The main contribution to the systematic uncer-
tainty comes from the background subtraction. It was
estimated by using an alternative approach where the
scaled invariant mass distribution of the like-sign pairs
was subtracted from that of the opposite-sign pairs. An
additional source of systematic error is the uncertainty
due to the acceptance correction determined by a ρ0

Monte Carlo simulation. We estimate the systematic
error by varying the bin size of Φh and cos(Θh). The
systematic error for the spin density matrix elements is
obtained by adding the individual uncorrelated contri-
butions in quadrature. The measured ρ0 helicity matrix
elements indicate that helicity is conserved within errors
as expected based on s-channel helicity conservation.

IV. CONCLUSION

Photoproduction of ρ0 mesons has been measured in
the STAR detector at RHIC in Au-Au collisions at

→
sNN

= 200 GeV. Coherent and incoherent ρ0 photoproduction
has been observed and photoproduction of the ρ0 mesons
is observed with and without accompanying Coulomb nu-
clear excitations. The measured increase with energy in
the total cross-section for photoproduction is much slower
than proposed in [7] and [8]. However, the Klein and
Nystrand model [5] is able to describe the data for two
energy points

→
sNN = 130 and 200 GeV.

The differential cross-section for photoproduction has
been studied as a function of t, yρ0 and Mπ+π− . The

First extraction of spin-density matrix 
elements. Consistent with spin-1 meson

11

TABLE II: The total cross-section extrapolated to the full rapidity range for coherent ρ0 production at
→

sNN = 200 GeV
accompanied by nuclear breakup and without breakup compared with previous measurements at

→
sNN = 130 GeV [11]. The

first error is statistical, the second is systematic.

Parameter STAR at STAR at STAR at→
sNN = 130 GeV

→
sNN = 200 GeV

→
sNN = 200 GeV

coherent coherent coherent + incoherent

σρ0

XnXn (mb) 28.3 ± 2.0 ± 6.3 31.9 ± 1.5 ± 4.5 41.4 ± 2.9 ± 5.8

σρ0

0nXn (mb) 95 ± 60 ± 25 105 ± 5 ± 15 145 ± 7 ± 20

σρ0

1n1n (mb) 2.8 ± 0.5 ± 0.7 2.4 ± 0.2 ± 0.4 2.8 ± 0.3 ± 0.4

σρ0

0n0n (mb) 370 ± 170 ± 80 391 ± 18 ± 55 508 ± 24 ± 71

σρ0

total (mb) 460 ± 220 ± 110 530 ± 19 ± 57 697 ± 25 ± 73
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FIG. 8: Projections of the two dimensional efficiency cor-
rected Φh vs cos(Θh) distributions obtained with the mini-
mum bias data set. The solid line shows the result of the
two-dimensional fit to the data with Eq. 6 and the coeffi-
cients given in Tab. III.

TABLE III: Measured spin density matrix elements compared
with ZEUS(γp) results. The first error is statistical, the sec-
ond is systematic.

Parameter Fit result γp experiment [26]
χ2/ndf 26/21
r04
00 -0.03 ± 0.03 ± 0.06 0.01 ± 0.01 ± 0.02
"e[r04

10 ] - 0.01 ± 0.01 ± 0.01
r04
1−1 -0.01 ± 0.03 ± 0.05 -0.01 ± 0.01 ± 0.01

d2σ/dydt distribution was fit with a double exponential

function to isolate the incoherent part of the ρ0 produc-
tion cross-section.

The ratio of π+π− to direct ρ0 production (|B/A|) has
been studied with respect to polar angle, azimuthal angle
and yρ0 ; no dependence has been observed as predicted
in reference [25].

The r04
00 and r04

1−1 spin density matrix elements for
the ρ0 meson were measured. The small values of r04

00
and r04

1−1 indicate that helicity is conserved within er-
rors as expected based on s-channel helicity conservation
(SCHC), and therefore we see no evidence for ρ0 photo-
production involving spin flip.
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FIG. 2: Raw (uncorrected) ρ0 t⊥-spectrum in the range
0.0 < |y| < 0.5 for the MB data. The points are data, with
statistical errors. The dashed (filled) histogram is a simula-
tion with an interference term (“Int”), while the solid his-
togram is a simulation without interference (“NoInt”). The
handful of events histogrammed at the bottom of the plot are
the wrong-sign (π+π+ + π−π−) events, used to estimate the
combinatorial background.
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FIG. 3: Efficiency corrected t⊥ spectrum for ρ0 from (top)
minium bias and (bottom) topology data, for mid-rapidity
(left) and larger rapidity (right) samples. The points are the
data, while the solid lines are the results of fits to Eq. (3).

is the ratio of the simulated t⊥-spectra with and without
interference. For t⊥ → 0.01GeV2, R(t⊥) → 1, but for
t⊥ ≤ 0.01 GeV2, R(t⊥) $= 1. A is the overall (arbitrary)
normalization and c gives the degree of spectral modifica-
tion; c = 0 corresponds to no interference, while c = 1 is
the predicted Klein-Nystrand interference. Table 1 gives
the fit results.

R(t⊥) was determined using a simulation that in-
cludes the detector response, and then fit to two ana-
lytic functions: R(t⊥) = Σn

i=0ai/(t⊥ + 0.012GeV2)i and
R(t⊥) = Σn

i=0ait
i
⊥
. Our results use the first polynomial

with n = 5; the second polynomial and different values
of n were used to estimate the fitting uncertainties.

The weighted average of the four c values is c =
0.84 ± 0.05. The k values for the MB and topology
datasets differ by 15%. This may be due to the differ-

Dataset A k c χ2/
(GeV−2) DOF

MB, |y| < 0.5 6, 471±301 299± 12 0.92 ± 0.07 45/47
MB, 0.5< |y|<1.0 5, 605±330 303± 15 0.92 ± 0.09 76/47
T, 0.05< |y|< 0.5 11, 070±311 350± 8 0.73 ± 0.10 53/47
T, 0.5 < |y| < 1.0 12, 060±471 333± 11 0.77 ± 0.18 64/47

TABLE I: The results of fitting Eq. 3 to the four data sets.
Here, T is for topology. The χ2/DOF are discussed in the
text.

ent b distributions. The photon flux scales as 1/b2, so
the photon flux on the ‘near’ side of the nucleus is larger
than on the ‘far’ side. As b decreases, ρ0 production is
increasingly concentrated on the near side, and the ap-
parent production volume drops, reducing k. A calcula-
tion with different assumptions may predict a different
electric field variation which leads to a smaller difference
in k.
Two of the fits have χ2/DOF significantly larger than

1. The χ2 did not decrease with different fit functions for
R(t), variations of the nuclear radius in the interference
calculations, background level, or modifications to the
detector simulation. When the χ2/DOF > 1, we scale
up the fit errors on c by

√

χ2/DOF ; this excess error
may have theoretical and/or experimental origin. With
the scaled errors, the weighted average is c = 0.86±0.05.
Systematic errors come from instrumental effects,

background, fitting, and theoretical issues. The major
instrumental effects were due to the topology trigger; we
apply a 10% systematic error to the topology data to
account for this.
This analysis is sensitive to any ρ0 pT -dependent effi-

ciency variation. The decay pions have a typical pT of
about 300 MeV/c, where the detection efficiency is high
and almost pT -independent [15]. However, the ρ0 pT res-
olution, about 7.5 MeV/c, smears the t⊥ spectrum in
the two lowest t⊥ bins. To study detector effects, we fit
the raw (uncorrected) t⊥ spectrum with the raw Monte
Carlo output; this reduced c by 18% [21], mostly due to
the pT smearing. We assume conservatively that the de-
tector simulation is only 80% effective, and assign a 4%
systematic error on c to account for non-trigger detector
effects.
Backgrounds were estimated by including like-sign

pairs (π+π+ + π−π−) in the fits. c changed by less than
0.5%. We assign a 1% systematic error due to back-
grounds.
The uncertainty due to fitting was evaluated by com-

paring results using the two different polynomial forms
of R(t) for both n = 4 and n = 5; c varied by an average
of 1%. The effect of an imperfect form factor model was
studied by varying the nuclear radius in the simulations.
A ± 20% change in nuclear radius changed c by 3%. We
assign a 4% systematic error due to the fitting procedure.

Photon-emitter vs. target 
ambiguity

Destructive interference 
between two processes 
at 𝒕 = 𝟎	(and 𝒚 = 𝟎) 

PRL 102 112301, 2009
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Table 1
Spin density matrix elements for coherent ω0 production accompanied by mutual Coulomb excitation in
Au-Au collisions at

→
s
NN

= 200 GeV [8] compared to ZEUS results from ω0 production in γp collisions [10].

Parameter STAR ZEUS

r0400 −0.03 ± 0.03stat.± 0.06syst. 0.01 ± 0.01stat.± 0.02syst.
Re[r0410 ] — 0.01 ± 0.01stat.± 0.01syst.

r041−1 −0.01 ± 0.03stat.± 0.05syst. −0.01 ± 0.01stat.± 0.01syst.

ranged (O(1 fm)) strong interaction, so that the
production of the ω0 mesons occurs in or very near
to the target nucleus. Furthermore photon source
and target are indistinguishable, so that either
nucleus 1 emits a photon which produces a ω0 at
nucleus 2, or vice versa. The system thus behaves
like a two-source interferometer with separation b,
where the interference between the two possible
amplitudes creates an entangled final state π+π−

wave function. Since the ω0 has negative parity,
the two amplitudes have different sign, so that
the cross section can be written as [15]

σ(b) =
∣

∣

∣
A(b, yρ)−A(b,−yρ) e

i"p ρ
T
·"b
∣

∣

∣

2

(4)

where A(b, yρ) and A(b,−yρ) are the ω0 produc-
tion amplitudes for the two photon directions.
The observed pρT spectrum is obtained by inte-

grating Eq. (4) over %b, which is not measured in
the experiment. For yρ = 0 the two amplitudes
are equal so that

σ(b) = σ0(b)
[

1− cos(%p ρ
T ·%b)

]

(5)

with σ0(b) being the cross section without inter-
ference. From Eq. (5) it is clear that the cross
section is suppressed for pρT ! 2!/ 〈b〉, where 〈b〉
is the mean impact parameter.
The t-spectra, with t ≈ (pρT )

2
, are parametrized

by

dN

dt
= Ae−Bt[1 + c(R(t)− 1)] (6)

where R(t) ≡ [dN / dt]MC
int

/

[dN / dt]MC
noint is the

ratio of the t-distributions with and without inter-
ference obtained from Monte-Carlo simulations

based on the KN model [11]. A is the overall
normalization, B the slope parameter for coher-
ent ω0 production, and c measures the strength of
the interference: c = 0 corresponds to no interfer-
ence, whereas c = 1 is the expected interference
in the KN model.

a) b)

Figure 5. Efficiency-corrected t-spectra for (a)
the minimum bias data set with |yρ| < 0.5 and
for (b) the topology data set with 0.05 < |yρ| <
0.5. The minimum bias data exhibit a wider dip
at low t, because the median impact parameter is
smaller. The solid line shows a fit to Eq. (6).

Due to the neutron tagging of mutual Coulomb
excitation in the minimum bias trigger, the me-
dian impact parameter of b̃ ≈ 18 fm in this
data set is smaller than the b̃ ≈ 46 fm in the
topology data. Therefore the dip in the mini-
mum bias t-spectra should extend to larger val-
ues of t. Figure 5 shows the efficiency-corrected
t-distributions for the run 2002 topology and min-
imum bias data sets from Au-Au collisions at→
s
NN

= 200 GeV in the central rapidity region
|yρ| < 0.5 together with a fit to Eq. (6). To avoid
contamination of the topology sample by cosmic
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• Low-pT consistent with coherent production

• Initial tests of decay models (𝜌" branching to 𝜋#𝜋$ vs. 𝜋#𝜋$𝜋#𝜋$)

• Roughly consistent with
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FIG. 5: (Color online) Invariant mass distribution of coher-
ently produced π+π−π+π−: The filled circles are the mea-
sured points with the statistical errors, the gray filled his-
togram is the background estimated from charged four-prongs
(cf. Fig. 2). The thick black line shows the fit of a modified
S-wave Breit-Wigner on top of a second order polynomial
background (thin black line; cf. Eq. (5)) taking into account
the detector acceptance in the region |y| < 1 (rising dashed
line). The dotted curve represents the signal curve without
background.

peak contains N4π = 9180±540 events in the mass range
from 1 to 2.6 GeV/c2. As seen in Fig. 5 and also indicated
by the ω2/n.d.f. of the maximum likelihood fit of about
36/16, Eq. (5) does not describe the peak shape well.
This is in accord with observations from other photo-
production experiments, which favor a description using
two resonances in this mass region [9]. However, the low
statistics of the data does not permit to extract the res-
onance and mixing parameters for a two-resonance sce-
nario.

In both the background and the signal fit, the mass
dependence of the reconstruction efficiency for |y| < 1
is taken into account (dashed curve in Fig. 5). The ef-
ficiency is parameterized by a fifth order polynomial de-
termined by fitting the Monte Carlo data.

The ρ0(770) peak in the π+π− invariant mass distribu-
tion of the selected two-prong data set is fit by a P -wave
Breit-Wigner with mass-dependent width and Söding in-
terference term [31] on top of a second order polynomial
background as described in [13–15] (cf. Fig. 6). As in
the ρ′ case, the background polynomial is determined
from a fit of the like-sign pair invariant mass distribu-
tion that is scaled up by a factor of 2.284± 0.050 which
is extracted from the incoherent part of the pT distri-
bution. The fit gives a ρ0 mass of 772.3 ± 1.2 MeV/c2

and a width of 152.1 ± 1.9 MeV/c2, in agreement with
both the PDG data on ρ0 photoproduction [4] and ear-
lier results from photonuclear production [13–15]. As
expected, modifications of the ρ0(770) properties that
were measured in peripheral Au-Au collisions [32] and
attributed to in-medium production are not observed
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FIG. 6: (Color online) Invariant mass distribution of coher-
ently produced π+π− pairs. The filled circles are the mea-
sured points with statistical errors. The thick black line shows
the fit taking into account the detector acceptance in the re-
gion |y| < 1. The non-interfering combinatorial background
is represented by the thin black line, which is a fit to the like-
sign invariant mass distribution scaled by a factor estimated
from the pT distribution (gray filled histogram). The dot-
ted curve shows the Breit-Wigner without background, the
dashed line the interfering background component that is as-
sumed to be mass-independent. The dash-dotted curve is the
Söding interference term of the two [31].

in the current study. The Breit-Wigner peak contains
Nρ = 55 940± 910 events in the mass range from 500 to
1100 MeV/c2. The ω2/n.d.f. of the maximum likelihood
fit is 115/36 which mainly reflects the fact that the fit
function does not reproduce well either the high mass
tail of the ρ(770) or the low mass region. This mass re-
gion exhibits a peak from K0

s → π+π−, where the kaons
most likely come from photoproduced φ(1020).
Using the acceptance-corrected yields Nρ and N4π for

the ρ0(770) and the ρ′, respectively, it is possible to calcu-
late the cross section ratio for coherent ρ0 and ρ′ produc-
tion which is accompanied by mutual nuclear excitation
and where the ρ′ decays into π+π−π+π−:

(6)
σcoh
4π,xn xn

σcoh
ρ, xn xn

=
σcoh
ρ′, xn xn · B(ρ′ → π+π−π+π−)

σcoh
ρ, xn xn

=
N4π

Nρ
,

where B(ρ′ → π+π−π+π−) is the branching fraction of
the ρ′ into π+π−π+π−.
The cross section ratio does not depend strongly on

rapidity and in the region |y| < 1 has a mean value of
16.4 ± 1.0stat. ± 5.2syst.%. Based on the KN model [17]
we estimate extrapolation factors to the full 4π solid an-
gle of 1.8± 0.1syst. for the ρ′ and of 2.2± 0.1syst. for the
ρ0, where the latter value is taken from [14]. With this
extrapolation, the overall coherent cross section ratio is
13.4± 0.8stat. ± 4.4syst.%. Using the measured cross sec-
tion σcoh

ρ, xn xn for coherent ρ0(770) production accompa-
nied by mutual nuclear excitation of the beam particles

3

is consistent with coherent photoproduction. The π+π−π+π− invariant mass spectrum of the co-
herent events exhibits a broad peak around 1540 ± 40 MeV/c2 with a width of 570 ± 60 MeV/c2,
in agreement with the photoproduction data for the ρ0(1700). We do not observe a corresponding
peak in the π+π− final state and measure an upper limit for the ratio of the branching fractions of
the ρ0(1700) to π+π− and π+π−π+π− of 2.5 % at 90 % confidence level. The ratio of ρ0(1700) and
ρ0(770) coherent production cross sections is measured to be 13.4 ± 0.8stat. ± 4.4syst.%.

PACS numbers: 25.20.Lj, 13.60.-r

I. INTRODUCTION

The electromagnetic field of a relativistic heavy nu-
cleus can be approximated by a flux of quasi-real virtual
photons using the Weizsäcker-Williams approach [1]. Be-
cause the number of photons grows with the square of the
nuclear charge, fast moving heavy ions generate intense
photon fluxes. Relativistic heavy ions can thus be used
as photon sources or targets. Due to the long range of
the electromagnetic interactions, they can be separated
from the hadronic interactions by requiring impact pa-
rameter b larger than the sum of the nuclear radii RA

of the beam particles. These so-called ultra-peripheral
heavy ion collisions (UPCs) allow us to study photonu-
clear effects as well as photon-photon interactions [2].

A typical high-energy photonuclear reaction in UPCs
is the production of vector mesons. In this process the
virtual photon, radiated by the “emitter” nucleus, fluc-
tuates into a virtual qq-pair, which scatters elastically off
the “target” nucleus, thus producing a real vector meson.
The scattering can be described in terms of soft Pomeron
exchange. The cross section for vector meson production
depends on how the virtual qq-pair couples to the target
nucleus. This is mainly determined by the transverse mo-
mentum pT of the produced meson. For small transverse
momenta of the order of pT ! !/RA the qq-pair cou-
ples coherently to the entire nucleus. This leads to large
cross sections which depend on the nuclear form factor
F (t), where t is the square of the momentum transfer to
the target nucleus. For larger transverse momenta the
qq-pair couples to the individual nucleons in the target
nucleus. This “incoherent” scattering has a smaller cross
section that scales approximately with the mass num-
ber A modulo corrections for nuclear absorption of the
meson.

Due to the intense photon flux in UPCs, it is pos-
sible that vector meson production is accompanied by
Coulomb excitation of the beam particles. The excited
ions mostly decay via the emission of neutrons [3] which
is a distinctive event signature that is utilized in the trig-
ger decision. To lowest order, events with mutual nuclear
dissociation are described by three-photon exchange (see
Fig. 1): one photon to produce the vector meson and two
photons to excite the nuclei. All three photon exchanges
are in good approximation independent, so that the cross
section for the production of a vector meson V accompa-
nied by mutual nuclear dissociation can be factorized [3]:
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FIG. 1: Schematic view of the photonuclear production of a
vector meson V in an ultra-peripheral Au-Au collision and its
subsequent decay into four charged pions. The meson produc-
tion in the fusion processes of photon γ∗ and Pomeron P is
accompanied by mutual Coulomb excitation of the beam ions.
The processes are independent as indicated by the dotted line.

(1) ωV, xnxn =
∫

d2b [1− Phad(b)] · PV (b) · Pxn,1(b) · Pxn,2(b),

where Phad(b) is the probability for hadronic interaction,
PV (b) the probability to produce a vector meson V, and
Pxn,i(b) the probability that nucleus i emits x neutrons.
Compared to exclusive photonuclear vector meson pro-
duction, reactions with mutual Coulomb excitation have
smaller median impact parameters.
The PDG currently lists two excited ρ0 states, the

ρ0(1450) and the ρ0(1700), which are seen in various
production modes and decay channels including two- and
four-pion final states [4]. The nature of these states is still
an open question, because their decay patterns do not
match quark model predictions [5]. Little data exist on
high-energy photoproduction of excited ρ0 states in the
four-pion decay channel. Most of them are from photon-
proton or photon-deuteron fixed target experiments at
photon energies in the range from 2.8 to 18 GeV [6–9].
The OMEGA spectrometer measured photoproduction
on proton targets at energies Eγ of up to 70 GeV [10].
The heaviest target nucleus used so far to study diffrac-
tive two- and four-pion photoproduction was carbon with
photon energies between 50 and 200 GeV [11]. These ex-
periments observe a broad structure in the four-pion in-
variant mass distribution at masses ranging from 1430±
50 MeV/c2 [6] to 1570 ± 60 MeV/c2 [8] and with widths
between 340 ± 60 MeV/c2 [8] and 850 ± 200 MeV/c2 [7]
that the PDG assigns to the ρ0(1700). However, data in-
dicate that the peak might consist of two resonances [9].
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requiring pT < 150 MeV/c. This cut also suppresses con-
taminations from peripheral hadronic interactions and
from ω+ω−ω+ω− +X events, where the X is not recon-
structed.
Due to charge conjugation invariance, we expect no

ρ0(770) ρ0(770) component in the diffractively produced
ω+ω−ω+ω− final state. Possible contributions from
ρ0(770) pair production by two independent photopro-
duction reactions on the same ion pair are negligible.
The KN model predicts a cross section ratio of exclu-
sive photonuclear ρ0 pair production and exclusive single
ρ0 production of about 1.2 · 10−3 [17]. For mutual nu-
clear dissociation of the beam ions the ratio is expected
to be of comparable value so that contaminations of the
ω+ω−ω+ω− sample by this process are at most a few
percent. Also γ∗γ∗ → ρ0(770) ρ0(770) events contribute
below the percent level. Here the cross section ratio for
exclusive ρ0 pair production in two-photon events and ex-
clusive photonuclear ρ0(770) production was calculated
to be 3.2 · 10−5 for ρ0(770) pair invariant masses in the
range between 1.5 and 1.6 GeV/c2 [25].
The two-prong selection criteria are very similar and

follow the STAR UPC ρ0(770) analyses [13, 14]. As in the
four-prong case, out-of-time events and background are
taken into account by allowing up to 36 tracks per event
in addition to the two primary TPC tracks. Background
from two-photon e+e− and photonuclear ω production is
negligible [14]. Cosmic ray background is strongly sup-
pressed, due to the ZDC requirement in the trigger.

III. EFFICIENCY AND ACCEPTANCE
CORRECTIONS

Detector efficiency and acceptance are studied using a
Monte Carlo event generator based on the KN model [17]
which describes coherent vector meson production ac-
companied by mutual Coulomb excitation in UPCs. In
order to reduce model dependence, the acceptance cor-
rections are applied in two stages. Within the detector
acceptance of |y| < 1, the corrections are calculated using
a realistic detector simulation based on GEANT 3 [26].
In a second step, the results are then extrapolated to the
full 4ω solid angle based on the KN model distributions.
In order to determine the acceptance corrections for

the four-prong case, we assume a simple decay model,
where an excited ρ0 meson decays into ρ0(770) and
f0(600), each in turn decaying into ω+ω−:

(2)
ρ′ → ρ0(770) f0(600) → [ω+ω−]P -wave [ω+ω−]S-wave

This decay model is motivated by the fact that the
invariant mass spectrum of the unlike-sign two-pion sub-
systems in the four-prong sample shows an enhancement
around the ρ0(770) mass (cf. Fig. 3). Figure 4 compares
the invariant mass spectrum of the lightest ω+ω− pair
with the spectrum of the pair recoiling against it and
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FIG. 3: Invariant Mass distribution of two-pion subsystems:
The filled circles show the measured π+π− invariant mass
spectrum for the selected four-prong sample (four entries
per event) with statistical errors. The open circles repre-
sent the mass spectrum of the like-sign pion pairs (two en-
tries per event). The unlike-sign mass distribution exhibits
an enhancement with respect to the like-sign pairs in the
ρ0(770) region. The solid line histograms show the pre-
diction from simulation assuming the relative S-wave decay
ρ′ → ρ0(770) f0(600).

shows that the four-pion final state consists mainly of a
low-mass pion pair accompanied by a ρ0(770).
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FIG. 4: Invariant Mass distribution of two-pion subsystems:
The open circles show the measured invariant mass spec-
trum of the lightest π+π− pair in the event with the bars
indicating the statistical errors. The filled circles represent
the invariant mass distribution of the π+π− that is recoiling
against the lightest pair. The spectrum exhibits a clear peak
in the ρ0(770) region. The solid line histograms show the pre-
diction from simulation assuming the relative S-wave decay
ρ′ → ρ0(770) f0(600).

In principle, the ρ0 and f0 are allowed to be in a rel-
ative S- or D-wave, but, due to the low statistics of the
data, we are not able to estimate the D-wave parame-

Light vs heavy 𝜋#𝜋$ pair
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requiring pT < 150 MeV/c. This cut also suppresses con-
taminations from peripheral hadronic interactions and
from ω+ω−ω+ω− +X events, where the X is not recon-
structed.
Due to charge conjugation invariance, we expect no

ρ0(770) ρ0(770) component in the diffractively produced
ω+ω−ω+ω− final state. Possible contributions from
ρ0(770) pair production by two independent photopro-
duction reactions on the same ion pair are negligible.
The KN model predicts a cross section ratio of exclu-
sive photonuclear ρ0 pair production and exclusive single
ρ0 production of about 1.2 · 10−3 [17]. For mutual nu-
clear dissociation of the beam ions the ratio is expected
to be of comparable value so that contaminations of the
ω+ω−ω+ω− sample by this process are at most a few
percent. Also γ∗γ∗ → ρ0(770) ρ0(770) events contribute
below the percent level. Here the cross section ratio for
exclusive ρ0 pair production in two-photon events and ex-
clusive photonuclear ρ0(770) production was calculated
to be 3.2 · 10−5 for ρ0(770) pair invariant masses in the
range between 1.5 and 1.6 GeV/c2 [25].
The two-prong selection criteria are very similar and

follow the STAR UPC ρ0(770) analyses [13, 14]. As in the
four-prong case, out-of-time events and background are
taken into account by allowing up to 36 tracks per event
in addition to the two primary TPC tracks. Background
from two-photon e+e− and photonuclear ω production is
negligible [14]. Cosmic ray background is strongly sup-
pressed, due to the ZDC requirement in the trigger.

III. EFFICIENCY AND ACCEPTANCE
CORRECTIONS

Detector efficiency and acceptance are studied using a
Monte Carlo event generator based on the KN model [17]
which describes coherent vector meson production ac-
companied by mutual Coulomb excitation in UPCs. In
order to reduce model dependence, the acceptance cor-
rections are applied in two stages. Within the detector
acceptance of |y| < 1, the corrections are calculated using
a realistic detector simulation based on GEANT 3 [26].
In a second step, the results are then extrapolated to the
full 4ω solid angle based on the KN model distributions.
In order to determine the acceptance corrections for

the four-prong case, we assume a simple decay model,
where an excited ρ0 meson decays into ρ0(770) and
f0(600), each in turn decaying into ω+ω−:

(2)
ρ′ → ρ0(770) f0(600) → [ω+ω−]P -wave [ω+ω−]S-wave

This decay model is motivated by the fact that the
invariant mass spectrum of the unlike-sign two-pion sub-
systems in the four-prong sample shows an enhancement
around the ρ0(770) mass (cf. Fig. 3). Figure 4 compares
the invariant mass spectrum of the lightest ω+ω− pair
with the spectrum of the pair recoiling against it and
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FIG. 3: Invariant Mass distribution of two-pion subsystems:
The filled circles show the measured π+π− invariant mass
spectrum for the selected four-prong sample (four entries
per event) with statistical errors. The open circles repre-
sent the mass spectrum of the like-sign pion pairs (two en-
tries per event). The unlike-sign mass distribution exhibits
an enhancement with respect to the like-sign pairs in the
ρ0(770) region. The solid line histograms show the pre-
diction from simulation assuming the relative S-wave decay
ρ′ → ρ0(770) f0(600).

shows that the four-pion final state consists mainly of a
low-mass pion pair accompanied by a ρ0(770).
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FIG. 4: Invariant Mass distribution of two-pion subsystems:
The open circles show the measured invariant mass spec-
trum of the lightest π+π− pair in the event with the bars
indicating the statistical errors. The filled circles represent
the invariant mass distribution of the π+π− that is recoiling
against the lightest pair. The spectrum exhibits a clear peak
in the ρ0(770) region. The solid line histograms show the pre-
diction from simulation assuming the relative S-wave decay
ρ′ → ρ0(770) f0(600).

In principle, the ρ0 and f0 are allowed to be in a rel-
ative S- or D-wave, but, due to the low statistics of the
data, we are not able to estimate the D-wave parame-
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Paradigm Shifts : Challenging Conventional Picture

1. Photon virtuality, polarization, and interference

2. Electromagnetic interactions in hadronic heavy-ion 
collisions

3.  Nuclear Tomography and interference of distinct 
(entangled) particles
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Another look at 𝜸𝜸 → 𝒆!𝒆"	(𝒂𝒌𝒂 Breit-Wheeler process)
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Angular distribution allows identification 
of quantum numbers  - e.g. Higgs Boson

→ Perform a precision measurement of the differential cross sections

General density matrix for the two-
photon system:

Spin 1 Photon helicity 𝑎 = (−, 0, +)
Helicity 0 : Forbidden for real photon

Real photon: Allowed 𝑱𝑷 states: 𝟐±, 𝟎± 

⇢a,a
0
=
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@
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Are photon-photon interactions 
dominated by high photon virtuality? TEST by measuring angular distributions
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Phys. Rev. Lett. 127, 052302 (2021).

Photons are polarized + polarization is 
experimentally observable

𝑒$𝑒#

• Polarization vector 𝜉: aligned radially with the 
“emitting” source

• Intrinsic photon spin converted into orbital angular 
momentum 

• Observable as anisotropy in 𝑒± momentum – a 
cos 4𝜙 modulation

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.127.052302
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.127.052302
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.127.052302
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Electromagnetic interactions in Hadronic heavy-ion collisions
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• Conventionally, electromagnetic interactions not 
expected in hadronic collisions

• Conventional picture of coherence is challenged – if the 
nucleus breaks up, what is the coherent photon emitter?

5

pressed as ratios of data over hadronic cocktail, are illus-
trated in Fig. 1(b). The enhancement factors are found
to be significant in the most peripheral (60-80%) colli-
sions, and get less and less so as one goes from periph-
eral to semi-peripheral (40-60%) and to semi-central (10-
40%) collisions. Furthermore, the enhancement factors
decrease in the low invariant mass region, then rise above
M� and finally reach maximum aroundMJ/ for all three
centrality bins in both collision systems. The di↵erent
behaviors in the enhancement factors between low-mass
resonances (!, �) and J/ , indicate that the observed ex-
cess may be dominated by di↵erent processes [19, 20]. A
dedicated analysis for J/ is underway, while this letter
focuses on the mass region of 0.4 < Mee < 2.6 GeV/c2.
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FIG. 2. The e+e� pair pT distributions within the STAR
acceptance for di↵erent mass regions in 60-80% Au+Au and
U+U collisions compared to cocktails. The systematic uncer-
tainties of the data are shown as gray boxes. The gray bands
depict the systematic uncertainties of the cocktails.

The pT distributions of e+e� pairs in three mass re-
gions (0.4-0.76, 0.76-1.2 and 1.2-2.6 GeV/c2) are shown in
Fig. 2 for 60-80% Au+Au and U+U collisions, where the
enhancement factors are the largest. Interestingly, the
observed excess is found to concentrate below pT ⇡ 0.15
GeV/c, while the hadronic cocktail, also shown in the
figure, can describe the data for pT > 0.15 GeV/c in all
three mass regions.

After statistically subtracting the hadronic cocktail
contribution from the inclusive e+e� pairs, the invariant
mass distributions for excess pairs for pT < 0.15 GeV/c
are shown in Figs. 3(a) and 3(b) for 60-80% and 40-
60% centralities, respectively. Theoretical calculations
incorporating an in-medium broadened ⇢ spectral func-
tion and QGP radiation [8] are also shown in the figures
as solid lines. While this broadened ⇢ model calculation
has successfully explained the SPS [4] and RHIC data [5–
7] measured at a higher pT , it cannot describe the en-
hancement observed at very low pT in 40-80% centrality
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FIG. 3. The low-pT (pT < 0.15 GeV/c) e+e� excess mass
spectra (data � cocktail) within the STAR acceptance in (a)
60-80%, (b) 40-60% for Au+Au and U+U collisions, com-
pared with a broadened ⇢ model calculation [8]. The contri-
butions of ⇢, � from the photonuclear process are shown, as
are the contributions of photon-photon process from two mod-
els [33, 34]. The model calculations are for Au+Au collisions
in the corresponding centrality bins. (c) The centrality depen-
dence of integrated excess yields in the mass regions of 0.4-
0.76, 0.76-1.2, and 1.2-2.6 GeV/c2 in Au+Au and U+U col-
lisions. The centrality dependence of hadronic cocktail yields
in the mass region of 0.76-1.2 GeV/c2 in both collisions is
also shown for comparison. The systematic uncertainties are
shown as gray boxes.

heavy-ion collisions. We integrated the low-pT invariant
mass distributions for excess pairs over the three afore-
mentioned mass regions and the integrated excess yields
are shown in Fig. 3(c) as a function of centrality. Com-
pared to the hadronic cocktail shown as the dashed line
in the figure, the excess yields exhibit a much weaker de-
pendence on collision centrality, suggesting that hadronic
interactions alone are unlikely to be the source of the ex-
cess e+e� pairs.
In order to investigate the origin of the low-pT e+e�

enhancement, we compared our results to di↵erent mod-
els [20, 33, 34] with the photonuclear and photon-photon
contributions employing the equivalent photon approx-
imation (EPA) method [35] in Au+Au collisions. The
model by Zha et al. [33] takes into account the charge
distribution in the nucleus for estimating the photon flux.
Conversely, the model implemented in the STARlight
MC generator [10, 34] treats the nucleus as a point-like
charge for evaluating the photon flux and ignores e+e�

production within the geometrical radius of the nucleus.
Both models assume no e↵ect of hadronic interaction on
virtual photon production and do not have uncertainty
estimates. The excess based on the model calculations

4

electrons (like-sign pairs) in the same event. Due to dead
areas of the detector and the di↵erent bending directions
of positively and negatively charged particle tracks in
the transverse plane, the unlike-sign and like-sign pair
acceptances are not identical. A mixed-event technique
is used to correct for the acceptance di↵erence as a func-
tion of pair invariant mass (Mee) and pT . The raw signal,
obtained by subtracting the background from the unlike-
sign distribution, is corrected for the detector ine�ciency.

The e�ciency is factorized into TPC tracking, match-
ing with TOF, and particle identification as described
in detail elsewhere [5]. The TPC tracking e�ciency is
evaluated via a well-established STAR embedding tech-
nique [27]. Simulated electrons, passed through the
STAR detector GEANT3 model [28] and detector re-
sponse algorithms, are embedded into raw minimum-bias
triggered events. The e�ciency is determined by the
rate at which the simulated electrons are found when
the events are processed using the standard STAR re-
construction procedure. The TOF matching and particle
identification e�ciencies are evaluated using a pure elec-
tron sample, as described in Ref. [5]. Finally, the electron
pair e�ciency is determined by convoluting the single
electron e�ciency as a function of peT , ⌘

e, and �e with
the decay kinematics. For the measurements in Au+Au
collisions, the e�ciency-corrected spectra are obtained
separately for 2010 and 2011 data sets, and then com-
bined using the respective statistical errors as weights.

The systematic uncertainties for the raw e+e� signal
extraction include: (a) the uncertainty in correcting the
acceptance di↵erence between unlike-sign and like-sign
distributions, which is 1-8% depending on the pair pT and
mass; (b) hadron contamination in the electron sample
resulting in an uncertainty of less than 4%. The uncer-
tainties on the detector e�ciency correction are 13% [5]
and 10% for Au+Au and U+U measurements, respec-
tively. The total systematic uncertainty is determined
via the quadratic sum of each component.

A Monte Carlo (MC) simulation is performed to ac-
count for the contributions from known hadronic sources
at late freeze out, also referred to as the hadronic cocktail.
The simulation includes the e+e� pair contributions from
direct or Dalitz decays of ⇡0, ⌘, ⌘0, !, �, J/ ,  0, cc̄, bb̄,
and Drell-Yan production. In Au+Au collisions, the
cocktail components are the same as those in Ref. [5]
except for ⌘, while the ⌘ component is the same as that
in Ref. [29]. In Au+Au collisions, the input cross sections
of hadronic cocktail components agree with the measured
experimental data [5, 30]. So far, there are no existing
measurements of light hadron spectra in U+U collisions
at

p
sNN = 193 GeV. However, given that the energy

density reached in U+U collisions at
p
sNN = 193 GeV

is only about 20% higher than that in Au+Au collisions
at

p
sNN = 200 GeV [31], the same Tsallis Blast-Wave

(TBW) parametrized pT spectra used in Au+Au colli-
sions [5, 32] are used as inputs to the U+U cocktail sim-

ulations. The meson yields (dN/dy) in U+U collisions
are derived from those in Au+Au collisions. Specifically,
the ⇡0 yield [(⇡++⇡�)/2] in Au+Au collisions [27] scaled
by half of the number of participating nucleons (Npart/2)
as a function of Npart, is fitted with a linear function.
The ⇡0 yields in U+U collisions are then determined by
this function at given Npart values for various centrality
bins. For other mesons (except J/ and  0), the ra-
tios of their yields to the ⇡0 in U+U collisions are taken
to be the same as that in minimum-bias Au+Au colli-
sions, while the J/ and  0 yields per number of binary
nucleon-nucleon collisions are assumed to be the same for
U+U and Au+Au collisions. The systematic uncertain-
ties on the cocktail are dominated by the experimental
uncertainties on the measured particle yields and spec-
tra. Due to lack of measurements, the pT spectra of the
cocktail inputs for pT < 0.15 GeV/c rely on the TBW
extrapolation.
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FIG. 1. (a) The centrality dependence of e+e� invariant mass
spectra within the STAR acceptance from Au+Au collisions
and U+U collisions for pair pT < 0.15 GeV/c. The verti-
cal bars on data points depict the statistical uncertainties
while the systematic uncertainties are shown as grey boxes.
The hadronic cocktail yields from U+U collisions are ⇠5-12%
higher than those from Au+Au collisions in given centrality
bins, thus only cocktails for Au+Au collisions are shown here
as solid lines with shaded bands representing the systematic
uncertainties for clarity. (b) The corresponding ratios of data
over cocktail.

In Fig. 1(a), the e�ciency-corrected e+e� invariant
mass spectra in Au+Au and U+U collisions for pair pT <
0.15 GeV/c are shown for di↵erent centrality bins within
the STAR acceptance (peT > 0.2 GeV/c, |⌘e| < 1, and
|yee| < 1). The corresponding enhancement factors, ex-

5

U+U: ⇠ 1%), TOF (Au+Au: ⇠ 1%; U+U: ⇠ 3%), and
BEMC (Au+Au: ⇠ 3%), internal radiation (Au+Au:
⇠ 4%; U+U: ⇠ 4%), and the yield extraction procedure
(Au+Au: ⇠ 6%; U+U: ⇠ 13%). The total systematic
uncertainties are the quadratic sums of the individual
sources (Au+Au: ⇠ 9%; U+U: ⇠ 14%).

Figure 2 shows the J/ invariant yields for Au+Au
collisions at

p
sNN = 200 GeV and U+U collisions atp

sNN = 193 GeV as a function of pT for di↵erent
centralities at mid-rapdity (|y| <1). It should be pointed
out that the data points used in this letter with pT >
1 GeV/c for collision centralities 20-40% and 40-60% are
from previous STAR measurements [6] using the same
datasets. Compared with the data points at pT > 0.2
GeV/c, the results in the region of pT < 0.2 GeV/c seem
to follow a di↵erent trend, especially in 40-80% peripheral
collisions. The solid lines in the figure are the fits to data
points in the range of pT > 0.2 GeV/c using Eq. 1:

d2N

2⇡pT dpT dy
=

a

(1 + b2p2T )
n
, (1)

where a, b, and n are free parameters. This empirical
functional form can well describe the world-wide pT
spectra of J/ both in p+p [37]. The extrapolations
of the fits to the range of pT < 0.2 GeV/c, shown
as dashed lines, have been made to illustrate the
expected contribution of J/ production in this pT
range. As shown in the figure, the fits describe the
data points above 0.2 GeV/c very well, but significantly
underestimate the yields below 0.2 GeV/c for non-central
collisions (20-80%).
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FIG. 3. (color online) The J/ RAA as a function pT
in Au+Au collisions at

p
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the uncertainties on the p+p reference [37] and hNcolli.

Figure 3 represents the J/ nuclear modification factor
(RAA) as a function of pT in Au+Au collisions and
U+U collisions for di↵erent centrality classes. The p+p
baseline of RAA estimation for 0 < pT < 0.2 GeV/c
is derived by the approach described in Ref. [37] using
the world-wide experimental data, since there is no

measurement at
p
s = 200 GeV. Suppression of J/ 

production is observed for pT > 0.2 GeV/c in all collision
centrality classes, which is consistent with the previous
measurements [6, 13, 33, 38] and can be well described
by the transport models [39, 40] incorporating cold and
hot medium e↵ects. However, in the extremely low
pT range , i.e., pT < 0.2 GeV/c, a large enhancement
of RAA above unity is observed in peripheral collisions
(40-80%) both for Au+Au and U+U collisions. In this
pT range, the color screening and CNM e↵ects would
suppress J/ production, and the only gain e↵ect, which
is regeneration, is negligible in peripheral collisions [40].
The overall e↵ect would lead to RAA < 1 for hadronic
production, which is far below the current measurement.
For pT < 0.05 GeV/c in the 60-80% centrality class,
the RAA is 24 ± 5 ± 9(syst.) for Au+Au collisions and
52±18±16(syst.) for U+U collisions, strongly suggesting
that an additional production mechanism other than
hadronic production is responsible for the observed yield
at very low pT .
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with the interference shape from [41].

Considering the fact that the excess is observed
in the extremely low pT region, a plausible scenario
for the additional production mechanism is coherent
photoproduction. Coherent photoproduction has been
studied in detail for UPC in heavy-ion collisions [20–22].
The di↵erential cross section d�/dt for coherent products
is a key measurement in UPC. It reveals the distribution
of interaction sites and is closely related to the parton
distribution in the nucleus. The Mandelstam variable
t ' �p2T at RHIC top energy. Figure 4 shows the J/ 
yield with the expected hadronic contribution subtracted
as a function of �t for the 40-80% centrality class in
Au+Au and U+U collisions in the low pT range. The

10x enhanced production 
compared to expected 
hadronic sources 

Dominant production 
cross section at low-pt -> 
consistent with Coherent 
𝜸𝜸 → 𝒆#𝒆$ production

Similar enhancement observed 
in 𝜸𝑨 → ⁄𝑱 𝝍 production

Photo-processes can and do 
take place in HADRONIC 

heavy ion collisions
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RESULTS  IN D+AUJ/ρ

J/  CROSS SECTION IN D+AU UPC EVENTS AT 200 GEVρ

▸ integrated luminosity of 93 nb  
of d+Au data collected in 2016 

▸ J/  decay channel 

−1

ρ ⟶ e+e−
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momentum squared of J=ψ particles, p2
T;J=ψ . The approxi-

mate photon-nucleon center-of-mass energy is [33], W ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2hENiMJ=ψe−y

p
∼ 25 GeV, where EN is the average beam

energy per nucleon, MJ=ψ is the mass of the J=ψ particle,
and y is the J=ψ rapidity. In addition, the differential J=ψ
cross section with single neutron tagged events is reported.
The data are compared with two theoretical models: (i) the
color glass condensate (CGC) saturation model and (ii) the
LTA nuclear shadowing model. These model predictions are
based on an extension from heavy nuclei to light nuclei
[28,34,35]. Both model calculations are made specifically to
the dþ Au UPC data at relativistic heavy-ion collider
(RHIC), where Ref. [35] is an extension of Ref. [28] from
heavy nuclei at the LHC to the deuteron at RHIC.
The solenoidal tracker at RHIC (STAR) detector [36]

and its subsystems have been thoroughly described in
previous STAR papers [37,38]. This analysis utilizes
several subsystems of the STAR detector. Charged particle
tracking, including transverse momentum reconstruction
and charge sign determination, is provided by the time
projection chamber (TPC) [39] positioned in a 0.5 T
longitudinal magnetic field. The TPC volume extends from
50 to 200 cm from the beam axis and covers pseudor-
apidities jηj < 1.0 and over the full azimuthal angle,
0 < ϕ < 2π. Surrounding the TPC is the barrel electro-
magnetic calorimeter (BEMC) [40], which is a lead-
scintillator sampling calorimeter. The BEMC is segmented
into 4800 optically isolated towers covering the full
azimuthal angle for pseudorapidities jηj < 1.0. There are
two beam-beam counters (BBCs) [41], one on each side of
the STAR main detector, covering a pseudorapidity range
of 3.4 < jηj < 5.0. There are also two zero degree calo-
rimeters (ZDCs) [36], used to determine and monitor the
luminosity and tag the forward neutrons.
The UPC data were collected by the STAR experiment

during the 2016 dþ Au run, corresponding to an integrated
luminosity of 93 nb−1 and approximately 2 × 106 UPC J=ψ -
triggered events. The J=ψ candidates are reconstructed
via the electron decay channel J=ψ → eþe−, which has
a branching ratio of 5.93%[42]. Based on this channel, the

UPC J=ψ trigger is defined by no signal in either BBC east
or west, time-of-flight [36] track multiplicity between 2
and 6, and a topological selection of back-to-back clusters
in the BEMC. In the offline analysis, the events are required
to have a valid vertex that is reconstructed within 100 cm
of the center of the STAR detector. In addition, a valid
event is required to have at least two TPC tracks associated
with the primary vertex with transverse momentum pT >
0.5 GeV=c and jηj < 1.0. Single electron candidates are
selected from charged tracks reconstructed in the TPC,
which are required to have at least 25 space points (out
of a maximum of 45) to ensure sufficient momentum
resolution, contain no fewer than 15 points for the ioniza-
tion energy loss (dE=dx) determination to ensure good
dE=dx resolution, and be matched to a BEMC cluster.
Furthermore, these tracks are required to have a distance of
closest approach less than 3 cm from the primary vertex. To
further enhance the purity of electron candidates for the
J=ψ reconstructions, an unlike-sign electron pair selection
is performed based on the dE=dx of charged tracks. The
variable nσ;e (nσ;π) is the difference between the measured
dE=dx value compared with an electron (π) hypothesis of
the predicted dE=dx value. It is calculated in terms of the
number of standard deviations from the predicted mean.
The pair selection variable χ2eþe− is defined as n

2
σ;eþ þ n2σ;e−

(similar for π). For the region of χ2πþπ− < 30, the ratio
χ2eþe−=χ

2
πþπ− is required to be less than 1=3, while for

χ2πþπ− > 30, χ2eþe− must be< 10. This pair selection ensures
the purity of electrons is higher than 95%, which is
determined by a data-driven approach using photonic
electrons [37].
The unlike-sign electron candidates are paired to recon-

struct an invariant mass distribution of J=ψ candidates,
while the like-sign pairs are also investigated to indicate the
contribution from the combinatorial background. The
resulting J=ψ candidates are required to have a rapidity
jyj < 1.0. In Fig. 2 (left), the invariant mass distribution is
shown with a template fit to extract the raw yield of J=ψ
particles. The signal template is taken from the STARlight
[43] Monte Carlo program that was run through the STAR
detector GEANT3 simulation [44] for its detector response,
indicated by the shaded histogram. Motivated by similar
studies in Refs. [17,45,46], the background function is
taken to be of the form ðm − AÞeBðm−AÞðm−CÞþCm3

, which
can describe both the combinatorial and the two-photon
interaction (γγ → eþe−) backgrounds. The fitted result is
shown as the dotted line, where meþe− is the invariant mass
of two oppositely charged electrons, and A, B, and C are
free parameters [33]. The raw yield of the entire analyzed
sample after full event selections and background sub-
traction is 359% 22. For measurement of the differential
cross section, raw yields of each p2

T;J=ψ interval are
determined based on the same fitting procedure. In
Fig. 2 (right), the ZDC energy depositions in terms of

γ

Au
d X

J/

Au'

-t  p2
T,J/

quasireal photon

FIG. 1. Photoproduction of J=ψ in dþ Au UPCs, where X
represents the deuteron (coherent) or deuteron-dissociative (in-
coherent) system.
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at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV using the STAR detector. The data are
corrected to the photon-deuteron center-of-mass system,
where all final-state particles from deuteron breakup are
included. In addition, the differential cross section with a
single neutron detected in the deuteron-going zero-degree
calorimeter is reported. The data are compared with
theoretical predictions based on the color glass condensate
saturation model and the leading twist approximation
nuclear shadowing model. Both models use the Good-
Walker paradigm [62] to describe the coherent and inco-
herent photoproduction of J=ψ in ultraperipheral collisions.
The saturation model approaches the problem with dynami-
cal modeling of the gluon density and its fluctuation of the
target, while the nuclear shadowing model emphasizes the
importance of a shadowing correction from multinucleon
interaction in nuclei and the fluctuation of the dipole cross
section. The data are found to be in better agreement with
the saturation model for incoherent production, where the
disagreement between the two models has provided impor-
tant insights into our theoretical understanding of the
nuclear breakup processes.
Understanding these processes in a simple nuclear

environment will be indispensable to further understanding
the nuclear effect in heavy nuclei. The data and model
comparisons reported in this Letter place significant exper-
imental constraints on the deuteron gluon density distri-
butions and the deuteron breakup process. The results
reported here of J=ψ photoproduction will serve as an
essential experimental baseline for a high precision meas-
urement of diffractive J=ψ production at the upcoming
Electron-Ion Collider.
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∼ 25 GeV, where EN is the average beam

energy per nucleon, MJ=ψ is the mass of the J=ψ particle,
and y is the J=ψ rapidity. In addition, the differential J=ψ
cross section with single neutron tagged events is reported.
The data are compared with two theoretical models: (i) the
color glass condensate (CGC) saturation model and (ii) the
LTA nuclear shadowing model. These model predictions are
based on an extension from heavy nuclei to light nuclei
[28,34,35]. Both model calculations are made specifically to
the dþ Au UPC data at relativistic heavy-ion collider
(RHIC), where Ref. [35] is an extension of Ref. [28] from
heavy nuclei at the LHC to the deuteron at RHIC.
The solenoidal tracker at RHIC (STAR) detector [36]

and its subsystems have been thoroughly described in
previous STAR papers [37,38]. This analysis utilizes
several subsystems of the STAR detector. Charged particle
tracking, including transverse momentum reconstruction
and charge sign determination, is provided by the time
projection chamber (TPC) [39] positioned in a 0.5 T
longitudinal magnetic field. The TPC volume extends from
50 to 200 cm from the beam axis and covers pseudor-
apidities jηj < 1.0 and over the full azimuthal angle,
0 < ϕ < 2π. Surrounding the TPC is the barrel electro-
magnetic calorimeter (BEMC) [40], which is a lead-
scintillator sampling calorimeter. The BEMC is segmented
into 4800 optically isolated towers covering the full
azimuthal angle for pseudorapidities jηj < 1.0. There are
two beam-beam counters (BBCs) [41], one on each side of
the STAR main detector, covering a pseudorapidity range
of 3.4 < jηj < 5.0. There are also two zero degree calo-
rimeters (ZDCs) [36], used to determine and monitor the
luminosity and tag the forward neutrons.
The UPC data were collected by the STAR experiment

during the 2016 dþ Au run, corresponding to an integrated
luminosity of 93 nb−1 and approximately 2 × 106 UPC J=ψ -
triggered events. The J=ψ candidates are reconstructed
via the electron decay channel J=ψ → eþe−, which has
a branching ratio of 5.93%[42]. Based on this channel, the

UPC J=ψ trigger is defined by no signal in either BBC east
or west, time-of-flight [36] track multiplicity between 2
and 6, and a topological selection of back-to-back clusters
in the BEMC. In the offline analysis, the events are required
to have a valid vertex that is reconstructed within 100 cm
of the center of the STAR detector. In addition, a valid
event is required to have at least two TPC tracks associated
with the primary vertex with transverse momentum pT >
0.5 GeV=c and jηj < 1.0. Single electron candidates are
selected from charged tracks reconstructed in the TPC,
which are required to have at least 25 space points (out
of a maximum of 45) to ensure sufficient momentum
resolution, contain no fewer than 15 points for the ioniza-
tion energy loss (dE=dx) determination to ensure good
dE=dx resolution, and be matched to a BEMC cluster.
Furthermore, these tracks are required to have a distance of
closest approach less than 3 cm from the primary vertex. To
further enhance the purity of electron candidates for the
J=ψ reconstructions, an unlike-sign electron pair selection
is performed based on the dE=dx of charged tracks. The
variable nσ;e (nσ;π) is the difference between the measured
dE=dx value compared with an electron (π) hypothesis of
the predicted dE=dx value. It is calculated in terms of the
number of standard deviations from the predicted mean.
The pair selection variable χ2eþe− is defined as n
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(similar for π). For the region of χ2πþπ− < 30, the ratio
χ2eþe−=χ

2
πþπ− is required to be less than 1=3, while for

χ2πþπ− > 30, χ2eþe− must be< 10. This pair selection ensures
the purity of electrons is higher than 95%, which is
determined by a data-driven approach using photonic
electrons [37].
The unlike-sign electron candidates are paired to recon-

struct an invariant mass distribution of J=ψ candidates,
while the like-sign pairs are also investigated to indicate the
contribution from the combinatorial background. The
resulting J=ψ candidates are required to have a rapidity
jyj < 1.0. In Fig. 2 (left), the invariant mass distribution is
shown with a template fit to extract the raw yield of J=ψ
particles. The signal template is taken from the STARlight
[43] Monte Carlo program that was run through the STAR
detector GEANT3 simulation [44] for its detector response,
indicated by the shaded histogram. Motivated by similar
studies in Refs. [17,45,46], the background function is
taken to be of the form ðm − AÞeBðm−AÞðm−CÞþCm3

, which
can describe both the combinatorial and the two-photon
interaction (γγ → eþe−) backgrounds. The fitted result is
shown as the dotted line, where meþe− is the invariant mass
of two oppositely charged electrons, and A, B, and C are
free parameters [33]. The raw yield of the entire analyzed
sample after full event selections and background sub-
traction is 359% 22. For measurement of the differential
cross section, raw yields of each p2

T;J=ψ interval are
determined based on the same fitting procedure. In
Fig. 2 (right), the ZDC energy depositions in terms of
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p ¼ 200 GeV using the STAR detector. The data are
corrected to the photon-deuteron center-of-mass system,
where all final-state particles from deuteron breakup are
included. In addition, the differential cross section with a
single neutron detected in the deuteron-going zero-degree
calorimeter is reported. The data are compared with
theoretical predictions based on the color glass condensate
saturation model and the leading twist approximation
nuclear shadowing model. Both models use the Good-
Walker paradigm [62] to describe the coherent and inco-
herent photoproduction of J=ψ in ultraperipheral collisions.
The saturation model approaches the problem with dynami-
cal modeling of the gluon density and its fluctuation of the
target, while the nuclear shadowing model emphasizes the
importance of a shadowing correction from multinucleon
interaction in nuclei and the fluctuation of the dipole cross
section. The data are found to be in better agreement with
the saturation model for incoherent production, where the
disagreement between the two models has provided impor-
tant insights into our theoretical understanding of the
nuclear breakup processes.
Understanding these processes in a simple nuclear

environment will be indispensable to further understanding
the nuclear effect in heavy nuclei. The data and model
comparisons reported in this Letter place significant exper-
imental constraints on the deuteron gluon density distri-
butions and the deuteron breakup process. The results
reported here of J=ψ photoproduction will serve as an
essential experimental baseline for a high precision meas-
urement of diffractive J=ψ production at the upcoming
Electron-Ion Collider.
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nuclei and the second error is a combination of statistics
and systematic uncertainties added in quadrature, while
the third is from the scale uncertainty of the integrated
luminosity. Note that the data, LTA, and CGC calcula-
tions use the same IA calculation to ensure proper com-
parisons. Furthermore, since the estimate of IA of ω(2s)
is less constrained than that of J/ω [44], the correspond-
ing nuclear suppression factor is not reported here.

For the incoherent suppression factor, SAu
incoh, it is de-

fined as the ratio between the incoherent J/ω cross sec-
tion of all n and the free proton data at HERA. In or-
der to compare with photoproduction in ep collisions,
we use the published H1 data and its well-constrained
parametrization [34]. It is found that the STAR UPC
incoherent p2T distribution is well described by the H1
ep template, with a suppression factor found to be
0.36+0.03

→0.04 ± 0.04± 0.04 at →Wω↑N↑ = 25.0 GeV. Here the
first uncertainty is the H1 parametrization uncertainty,
the second one is from the measurement that includes sta-
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tistical and systematic uncertainty, and the third is the
scale uncertainty on the integrated luminosity. The de-
tails of this procedure, both for coherent and incoherent
processes, are outlined in the article Ref. [36] submitted
along with this Letter.
The nuclear shadowing model LTA and the saturation

model CGC are compared with the data quantitatively.
For the LTA, the upper bound of each band is show-
ing the weak shadowing mode, while the lower bound
shows the strong shadowing mode [24]. It is found that,
for the first time, the incoherent suppression factor is
less than that of the coherent production, as well as
the strong shadowing mode in the LTA model. For the
CGC model, although it is not strictly calculated at the
STAR kinematic range due to the applicability of the
model (x > 0.01, where x is the momentum fraction the
parton carries of the nucleon), the incoherent data are
found to be between the model scenarios calculated with
or without sub-nucleonic fluctuation of the parton den-
sity [17]. Based on this data, it is hard to conclude if
sub-nucleonic parton density fluctuation is present in the
incoherent J/ω photoproduction, contrary to the conclu-
sion to a recent measurement by the ALICE Collabora-
tion [48]. Note that the p2T distribution of the incoherent
production are found to be consistent between STAR and
ALICE. Nevertheless, the reported data provide new in-
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∼ 25 GeV, where EN is the average beam

energy per nucleon, MJ=ψ is the mass of the J=ψ particle,
and y is the J=ψ rapidity. In addition, the differential J=ψ
cross section with single neutron tagged events is reported.
The data are compared with two theoretical models: (i) the
color glass condensate (CGC) saturation model and (ii) the
LTA nuclear shadowing model. These model predictions are
based on an extension from heavy nuclei to light nuclei
[28,34,35]. Both model calculations are made specifically to
the dþ Au UPC data at relativistic heavy-ion collider
(RHIC), where Ref. [35] is an extension of Ref. [28] from
heavy nuclei at the LHC to the deuteron at RHIC.
The solenoidal tracker at RHIC (STAR) detector [36]

and its subsystems have been thoroughly described in
previous STAR papers [37,38]. This analysis utilizes
several subsystems of the STAR detector. Charged particle
tracking, including transverse momentum reconstruction
and charge sign determination, is provided by the time
projection chamber (TPC) [39] positioned in a 0.5 T
longitudinal magnetic field. The TPC volume extends from
50 to 200 cm from the beam axis and covers pseudor-
apidities jηj < 1.0 and over the full azimuthal angle,
0 < ϕ < 2π. Surrounding the TPC is the barrel electro-
magnetic calorimeter (BEMC) [40], which is a lead-
scintillator sampling calorimeter. The BEMC is segmented
into 4800 optically isolated towers covering the full
azimuthal angle for pseudorapidities jηj < 1.0. There are
two beam-beam counters (BBCs) [41], one on each side of
the STAR main detector, covering a pseudorapidity range
of 3.4 < jηj < 5.0. There are also two zero degree calo-
rimeters (ZDCs) [36], used to determine and monitor the
luminosity and tag the forward neutrons.
The UPC data were collected by the STAR experiment

during the 2016 dþ Au run, corresponding to an integrated
luminosity of 93 nb−1 and approximately 2 × 106 UPC J=ψ -
triggered events. The J=ψ candidates are reconstructed
via the electron decay channel J=ψ → eþe−, which has
a branching ratio of 5.93%[42]. Based on this channel, the

UPC J=ψ trigger is defined by no signal in either BBC east
or west, time-of-flight [36] track multiplicity between 2
and 6, and a topological selection of back-to-back clusters
in the BEMC. In the offline analysis, the events are required
to have a valid vertex that is reconstructed within 100 cm
of the center of the STAR detector. In addition, a valid
event is required to have at least two TPC tracks associated
with the primary vertex with transverse momentum pT >
0.5 GeV=c and jηj < 1.0. Single electron candidates are
selected from charged tracks reconstructed in the TPC,
which are required to have at least 25 space points (out
of a maximum of 45) to ensure sufficient momentum
resolution, contain no fewer than 15 points for the ioniza-
tion energy loss (dE=dx) determination to ensure good
dE=dx resolution, and be matched to a BEMC cluster.
Furthermore, these tracks are required to have a distance of
closest approach less than 3 cm from the primary vertex. To
further enhance the purity of electron candidates for the
J=ψ reconstructions, an unlike-sign electron pair selection
is performed based on the dE=dx of charged tracks. The
variable nσ;e (nσ;π) is the difference between the measured
dE=dx value compared with an electron (π) hypothesis of
the predicted dE=dx value. It is calculated in terms of the
number of standard deviations from the predicted mean.
The pair selection variable χ2eþe− is defined as n

2
σ;eþ þ n2σ;e−

(similar for π). For the region of χ2πþπ− < 30, the ratio
χ2eþe−=χ

2
πþπ− is required to be less than 1=3, while for

χ2πþπ− > 30, χ2eþe− must be< 10. This pair selection ensures
the purity of electrons is higher than 95%, which is
determined by a data-driven approach using photonic
electrons [37].
The unlike-sign electron candidates are paired to recon-

struct an invariant mass distribution of J=ψ candidates,
while the like-sign pairs are also investigated to indicate the
contribution from the combinatorial background. The
resulting J=ψ candidates are required to have a rapidity
jyj < 1.0. In Fig. 2 (left), the invariant mass distribution is
shown with a template fit to extract the raw yield of J=ψ
particles. The signal template is taken from the STARlight
[43] Monte Carlo program that was run through the STAR
detector GEANT3 simulation [44] for its detector response,
indicated by the shaded histogram. Motivated by similar
studies in Refs. [17,45,46], the background function is
taken to be of the form ðm − AÞeBðm−AÞðm−CÞþCm3

, which
can describe both the combinatorial and the two-photon
interaction (γγ → eþe−) backgrounds. The fitted result is
shown as the dotted line, where meþe− is the invariant mass
of two oppositely charged electrons, and A, B, and C are
free parameters [33]. The raw yield of the entire analyzed
sample after full event selections and background sub-
traction is 359% 22. For measurement of the differential
cross section, raw yields of each p2

T;J=ψ interval are
determined based on the same fitting procedure. In
Fig. 2 (right), the ZDC energy depositions in terms of
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FIG. 1. Photoproduction of J=ψ in dþ Au UPCs, where X
represents the deuteron (coherent) or deuteron-dissociative (in-
coherent) system.
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p ¼ 200 GeV using the STAR detector. The data are
corrected to the photon-deuteron center-of-mass system,
where all final-state particles from deuteron breakup are
included. In addition, the differential cross section with a
single neutron detected in the deuteron-going zero-degree
calorimeter is reported. The data are compared with
theoretical predictions based on the color glass condensate
saturation model and the leading twist approximation
nuclear shadowing model. Both models use the Good-
Walker paradigm [62] to describe the coherent and inco-
herent photoproduction of J=ψ in ultraperipheral collisions.
The saturation model approaches the problem with dynami-
cal modeling of the gluon density and its fluctuation of the
target, while the nuclear shadowing model emphasizes the
importance of a shadowing correction from multinucleon
interaction in nuclei and the fluctuation of the dipole cross
section. The data are found to be in better agreement with
the saturation model for incoherent production, where the
disagreement between the two models has provided impor-
tant insights into our theoretical understanding of the
nuclear breakup processes.
Understanding these processes in a simple nuclear

environment will be indispensable to further understanding
the nuclear effect in heavy nuclei. The data and model
comparisons reported in this Letter place significant exper-
imental constraints on the deuteron gluon density distri-
butions and the deuteron breakup process. The results
reported here of J=ψ photoproduction will serve as an
essential experimental baseline for a high precision meas-
urement of diffractive J=ψ production at the upcoming
Electron-Ion Collider.
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▸ deuteron loosely bound => ideal 

for testing baseline nuclear effects

J/ρ

A

In memory of 
W. Shmidke

PRL 133 052301, 2024
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FIG. 8. Total coherent J/ω photoproduction cross section
as a function of WωN in Au+Au UPCs. The data are com-
pared with an expectation of a free nucleon provided by the
Impulse Approximation (IA) [57] and color glass condensate
(CGC) [28]. The ratio between data and the Impulse Approx-
imation at WωN = 25.0 GeV is the suppression factor, shown
in the figure. Statistical uncertainty is represented by the er-
ror bars, and the systematic uncertainty is denoted as boxes.
There is a systematic uncertainty of 10% from the integrated
luminosity that is not shown on the data points.

space of Wωp, which is equivalent to the normalization
of 1/dy in UPC measurements. The equivalent Au+Au
UPC cross section for the free proton data is shown as
the black solid line in Fig 9, where the uncertainty band
is propagated from the errors of the parametrization.

Moreover, we use the H1 free proton data as a tem-
plate to fit the STAR data with only the normalization
constant as a free parameter. The integral of d2ω/dp2Tdy
from p2T = 0 to 2.2 [(GeV/c)2] between the fit and the
H1 data is defined as the incoherent suppression factor,
SAu
incoh. It is found that the SAu

incoh is 0.49+0.04
→0.05±0.05±0.05

at WωN = 19.0 GeV. For WωN = 25.0 GeV correspond-
ing to the measurement within rapidity range |y| < 0.2,
the same procedure has been performed and the sup-
pression factor is found to be 0.36+0.03

→0.04 ± 0.04 ± 0.04.
Here the first uncertainty is the H1 parametrization un-
certainty [52], the second one is from the measurement
that includes statistical and systematic uncertainty, and
the third is the scale uncertainty on the integrated lumi-
nosity. Therefore, the nuclear suppression in incoherent
J/ε photoproduction in Au+Au UPCs has been found to
be stronger than that in the coherent case. This has been
qualitatively predicted by the nuclear shadowing model
LTA [17, 18].

Another observation is the similarity of shapes of the
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Sartre with fluctuation
CGC with fluctuation
CGC without fluctuation

 = 200 GeVNNs+Au*+Au*, ψJ/→Au+Au STAR

Incoherent suppression:
 = 19 GeV〉*Nγ

 W〈
 0.05± 0.05 ± -0.05

+0.04 = 0.49incoh
AuS

     (para.)  (meas.)  (lumi.)

FIG. 9. Incoherent J/ω photoproduction di!erential cross
section, d2ε/dp2Tdy, as a function of p2T is shown for |y| < 1.0
without neutron class requirement. The H1 data in ep colli-
sions and its template fit to the STAR data are shown. The
1ε error of the fit is denoted as uncertainty bands. The ratio
between the fit and the scaled H1 free data is the incoher-
ent suppression factor, shown in the figure. The BeAGLE
model [30], the LTA weak shadowing calculation [17], Sartre
model with sub-nucleonic fluctuation, and the CGC predic-
tions [28], are compared with the STAR data. Statistical
uncertainty is represented by the error bars, and the system-
atic uncertainty is denoted as boxes. There is a systematic
uncertainty of 10% from the integrated luminosity that is not
shown on the data points.

p2T distributions between bound and free nucleons, which
is quantified by the goodness-of-fit ϑ2/ndf = 1.4. The
1 standard deviation (1ω) error is denoted by the un-
certainty band. At very high p2T, there is a hint that
the STAR data deviate above the H1 free proton tem-
plate. However, measurements with higher precision and
p2T greater than 2.2 [(GeV/c)2] are needed in order to
draw conclusions. These data are the first quantitative
measurement of incoherent J/ε photoproduction of a
bound nucleon in heavy nuclei.
Furthermore, the data are compared with di!erent

models. For the CGC calculations, the data are found
to be in between the scenarios of strong sub-nucleonic
parton density fluctuations and no fluctuations. It is not
clear that the data directly supports either scenario. For
the Sartre model, similar sub-nucleonic parton density
fluctuations are included, which describes well the high
p2T tail but not the low p2T behavior. Note that both
the CGC and the Sartre model are calculated based on a
higher energy configuration (corresponding to x = 0.01)
due to their model limitations. For the LTA with weak
shadowing, the description of the data is very good. How-
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RESULTS ρ0

 CROSS SECTION AND INTERFERENCEρ0

▸ integrated luminosity of 
1100±100  of data 
collected in 2010  

▸ XnXn extrapolated from 
1n1n using STARlight

ψb−1

7

ρ0 μ+

μ−

L. ADAMCZYK et al. PHYSICAL REVIEW C 96, 054904 (2017)

TABLE VII. The coherent and incoherent cross sections for ρ0 photoproduction within |y| < 1 with XnXn

and 1n1n mutual excitation, and their ratios.

Parameter XnXn 1n1n

σcoh. 6.49 ± 0.01 (stat.) ± 1.18 (syst.) mb 0.770 ± 0.004 (stat.) ± 0.140 (syst.) mb
σincoh. 2.89 ± 0.02 (stat.) ± 0.54 (syst.) mb 0.162 ± 0.010 (stat.) ± 0.029 (syst.) mb
σincoh./σcoh. 0.445 ± 0.015 (stat.) ± 0.005 (syst.) 0.233 ± 0.007 (stat.) ± 0.007 (syst.)

If the nuclear excitation was completely independent of ρ
photoproduction, then the cross-section ratio for incoherent
to coherent production should not depend on the type of
nuclear excitation studied. It is not; the difference could
signal the breakdown of factorization, for a couple of reasons.
One possibility is that unitarity corrections play a role by
changing the impact parameter distributions for 1n1n and
XnXn interactions. When b ! 2RA, the cost of introducing
another low-energy photon into the reaction is small. So one
photon can excite a nucleus to a GDR, while a second photon
can further excite the nucleus, leading to Xn emission rather
than 1n [18]. The additional photon alters the impact parameter
distributions for the 1n1n and XnXn channels. The XnXn
channel will experience a slightly larger reduction at small |t |
due to interference from the two production sites. This may
slightly alter the measured slopes and coherent-to-incoherent
ratios. Alternately, at large |t |, a single photon can both produce
a ρ0 and leave the target nucleus excited, breaking the assumed
factorization paradigm. The rate has not been calculated for ρ0,
but the cross section for J/ψ photoproduction accompanied by
neutron emission is significant [39]. This calculated J/ψ cross
section is noticeably less for single neutron emission than for
multineutron emission, so ρ0 photoproduction accompanied
by neutron emission might alter the XnXn incoherent-to-
coherent cross-section ratio more than that of 1n1n. The differ-
ence between the ratios for 1n1n and XnXn collisions is some-
what larger than was found in a previous STAR analysis [7].

The dσ/dt for coherent ρ0 photoproduction accompanied
with mutual dissociation of the nuclei into any number of
neutrons (XnXn) and only one neutron (1n1n) is shown
in Fig. 8 with red and blue markers, respectively. In both
1n1n and XnXn events, two well-defined minima can
clearly be seen. In both spectra, the first minima are at
−t = 0.018 ± 0.005 (GeV/c)2. Second minima are visible at
0.043 ± 0.01 (GeV/c)2. To first order, the gold nuclei appear
to be acting like black disks, with similar behavior for 1n1n
and XnXn interactions.

A similar first minimum may be visible in ALICE data for
lead-lead collisions. Figure 3 of Ref. [8] shows an apparent dip
in dN/dpT for ρ0 photoproduction, around pT = 0.12 GeV/c
[−t = 0.014 (GeV/c)2]. Lead nuclei are slightly larger than
gold nuclei, so the dip should be at smaller |t |.

These minima are shallower than would be expected for
γ -A scattering, because the photon pT partly fills in the dips in
the γ -A pT spectrum. There are several theoretical predictions
for the locations and depths of these dips. A classical Glauber
calculation found the correct depths, but slightly different
locations [40]. A quantum Glauber calculation did a better
job of predicting the locations of the first minimum [10],
although that calculation did not include the photon pT , so

missed the depth of the minimum. However, quantum Glauber
calculations which included nuclear shadowing predict that,
because of the emphasis on peripheral interactions, the nuclei
should be larger, so the diffractive minima are shifted to lower
|t | [41]. For ρ photoproduction with lead at LHC energies,
this calculation predicted that the first minima should be at
about 0.0165 (GeV/c)2 without the shadowing correction,
and 0.012 (GeV/c)2 with the correction. These values are
almost independent of collision energy but depend on the
nuclear radii. Scaling by the ratio of the squares of the
nuclear radii, 1.078, the predictions are about 0.0177 (GeV/c)2

without the shadowing correction, and 0.0130 (GeV/c)2 with
the shadowing. The data are in better agreement with the
prediction that does not include the shadowing correction.

The Sartre event generator run in UPC mode at RHIC
energies [42] produces a Au nucleus recoil after ρ0 elastic
scattering with a very good agreement with the ρ0 t distribution
presented here. That is not surprising, since it includes
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FIG. 8. dσ/dt for coherent ρ0 photoproduction in XnXn events
(filled red circles) and 1n1n events (open blue circles). The filled
bands show the sum in quadrature of all systematic uncertainties listed
in Table V and the statistical errors, which are shown as vertical lines.
The red and blue lines show an exponential fit at low t , as discussed in
the text. The inset shows, with finer binning at low pT , the effects of
the destructive interference between photoproduction with the photon
emitted by any of the two ions.

054904-10

▸ multiple diffractive minima in the coherent region 
▸ nucleus is beginning to act like a black disk 
▸ lowest : destructive interference between photo 

production with the photon emitted by any of the two 
pions  

▸ position should not depend on energy

−t

Phys. Rev. C 96, 054904 

Au+Au Au*+Au*,   GeV⟶ ρ0+ sNN = 200

Phys. Rev. C 96, 054904, 2017

Photo-nuclear measurements (in A+A) have historically 
produced a |t| slope that corresponds to a mysteriously 
large source!

STAR (2017): |t| slope = 407.8 ± 3 ⁄𝐺𝑒𝑉 𝑐 $%  
 → Effective radius of 8 fm

  (𝑅&'
()*+,-. ≈ 6.38	fm )

ALICE (Pb) :   |t| slope = 426 ± 6 ± 15 ⁄𝐺𝑒𝑉 𝑐 $%	
 → Effective radius of 8.1 fm 

 (𝑅/0
()*+,-. ≈ 6.62	fm)

Extracted nuclear radii are way too large

𝑑𝜎
𝑑𝑡 ∝ 𝐹 𝑡 %

…. BUT

-> Image the nucleus
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o Intrinsic photon spin transferred to 𝜌#
o 𝜌# spin converted into orbital angular 

momentum 
o Observable as anisotropy in 𝜋± 

momentum

NB: Recently confirmed by ALICE, 
Phys. Lett. B 858 (2024) 139017

What is NEW with transversely 
polarized photons?

Both possibilities occur simultaneously
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Syst. Uncert.
o Intrinsic photon spin transferred to 𝜌#
o 𝜌# spin converted into orbital angular 

momentum 
o Observable as anisotropy in 𝜋± 

momentum

NB: Recently confirmed by ALICE, 
Phys. Lett. B 858 (2024) 139017
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Precision extraction of nuclear interaction 
radius & neutron skin effect
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3

other mass regions by calculating ε from ρA of Eq. (4).
We have checked numerically in multiple forces that the
results closely agree with Eq. (3) for the 40 ≤ A ≤ 238
stable nuclei given in Fig. 2.
With the help of Eq. (5) for t (using ρA to compute ε),

we next analyze constraints on the density dependence
of the symmetry energy by optimization of (2) to exper-
imental S data. We employ csym(ρ) = 31.6(ρ/ρ0)γ MeV
[6, 7, 8, 9] and take as experimental baseline the neutron
skins measured in 26 antiprotonic atoms [20] (see Fig. 2).
These data constitute the largest set of uniformly mea-
sured neutron skins over the mass table till date. With
allowance for the error bars, they are fitted linearly by
S = (0.9±0.15)I+(−0.03±0.02) fm [20]. This systemat-
ics renders comparisons of skin data with DM formulas,
which by construction average the microscopic shell ef-
fect, more meaningful [26]. We first set bn = bp (i.e.,
Ssw = 0) as done in the DM [12, 23, 26] and in the anal-
ysis of data in Ref. [19]. Following the above, we find
L = 75± 25 MeV (γ = 0.79± 0.25). The range ∆L = 25
MeV stems from the window of the linear averages of
experiment. The L value and its uncertainty obtained
from neutron skins with Ssw = 0 is thus quite compat-
ible with the quoted constraints from isospin diffusion
and isoscaling observables in HIC [6, 7, 8]. On the other
hand, the symmetry term of the incompressibility of the
nuclear EOS around equilibrium (K = Kv+Kτδ2) can be
estimated using information of the symmetry energy as
Kτ ≈ Ksym−6L [5, 6, 7]. The constraintKτ = −500±50
MeV is found from isospin diffusion [6, 7], whereas our
study of neutron skins leads to Kτ = −500+125

−100 MeV. A
value Kτ = −550± 100 MeV seems to be favored by the
giant monopole resonance (GMR) measured in Sn iso-
topes as is described in [13]. Even if the present analyses
may not be called definitive, significant consistency arises
among the values extracted for L and Kτ from seemingly
unrelated sets of data from reactions, ground-states of
nuclei, and collective excitations.
To assess the influence of the correction Ssw in (2) we

compute the surface widths bn and bp in ASINM [22].
This yields the bn(p) values of a finite nucleus if we re-
late the asymmetry δ0 in the bulk of ASINM to I by
δ0(1 + xA) = I + xAIC [21, 22, 23]. In doing so, we find
that Eq. (2) reproduces trustingly S (and its change with
I) of self-consistent Thomas-Fermi calculations of finite
nuclei made with the same nuclear force. Also, Ssw is
very well fitted by Ssw = σswI. All slopes σsw of the
forces of Fig. 1(c) lie between σmin

sw = 0.15 fm (SGII) and
σmax
sw = 0.31 fm (NL3). We then reanalyze the exper-

imental neutron skins including Smin
sw and Smax

sw in Eq.
(2) to simulate the two conceivable extremes of Ssw ac-
cording to mean field models. The results are shown in
Fig. 3. Our above estimates of L and Kτ could be shifted
by up to −25 and +125 MeV, respectively, by nonzero
Ssw. This is on the soft side of the HIC [6, 7, 8] and
GMR [13] analyses of the symmetry energy, but closer
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FIG. 2: (Color online) Comparison of the fit described in
the text of Eq. (2) with the experimental neutron skins
from antiprotonic measurements and their linear average S =
(0.9± 0.15)I + (−0.03± 0.02) fm [20]. Results of the modern
Skyrme SLy4 and relativistic FSUGold forces are also shown.
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FIG. 3: (Color online) Constraints on L and Kτ from neutron
skins and their dependence on the Ssw correction of Eq. (2).
The crosses express the L and Kτ ranges compatible with the
uncertainties in the skin data. The shaded regions depict the
constraints on L and Kτ from isospin diffusion [6, 7] and on
Kτ as determined in [13] from the GMR of Sn isotopes.

to the alluded predictions from nucleon emission ratios
[9], the GDR [14], and nuclear binding systematics [17].
One should mention that the properties of csym(ρ) de-
rived from terrestrial nuclei have intimate connections to
astrophysics [3, 4, 10]. As an example, we can estimate
the transition density ρt between the crust and the core of
a neutron star [3, 10] as ρt/ρ0 ∼ 2/3+ (2/3)γKsym/2Kv,
following the model of Sect. 5.1 of Ref. [10]. The con-
straints from neutron skins hereby yield ρt ∼ 0.095±0.01
fm−3. This value would not support the direct URCA
process of cooling of a neutron star that requires a higher
ρt [3, 10]. The result is in accord with ρt ∼ 0.096 fm−3

of the microscopic EOS of Friedman and Pandharipande
[27], as well as with ρt ∼ 0.09 fm−3 predicted by a recent
analysis of pygmy dipole resonances in nuclei [15].
We would like to close with a brief comment regard-

ing the GDR. As mentioned, Ref. [14] very interestingly
constrains csym(0.1) from the GDR of 208Pb. The anal-

B. Bally, G. Giacalone, M. Bender https://arxiv.org/abs/2301.02420

Recent theoretical approach from state-
of-the-art multi-reference energy density 
functional (MR-EDF) calculations:

 𝑺𝑨𝒖 =	0.17 fm
In good agreement with our 
measurement

25 Years of UPC at STAR | Brandenburg (OSU)

https://arxiv.org/abs/2301.02420
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25 years of discovery:
• From first observation to precision measurements
• From light to heavy vector mesons
• From cross sections to quantum interference
• Demonstrated quantum interference at the 

femtometer scale
• Observed fundamental QED processes (Breit-

Wheeler, vacuum birefringence)

Future / ongoing Studies (we are halfway there):
• Access to Hadronic Light-by-Light
• Imaging of nuclear charge distributions in asymmetric 
nuclei
• Quantum interference in hadronic collisions
• Higher order QED (Sudakov soft photon radiation)
• Nuclear structure in Isobar and light ions
• Quantum interference with heavy vector mesons
• Precision spectroscopy (𝜋!𝜋"𝜋!𝜋") and 𝜙-meson
•Collectivity in the smallest systems + Baryon transport
•….
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• Interference between #$ → H4 → !!	!"	and non-resonant ## → !!	!" near H4 
mass.

• Large feature near 1270	-);/=&: N8(OPQR) resonance

Samuel Corey

Constraining Nuclear Charge Radius

13RHIC Run23-25 for future

• Compare QED predictions with precise experimental measurement

（assume Wood-Saxon distribution）

• Difference between UPCs and hadronic heavy-ion collisions (HHICs)

• Potential final-state effects in HHICs can modify the results of the 
charge radius extraction and favors an apparent large radius

• Constrain in UPCs：consistent with low energy e-scattering results

2025/6/9 Chi Yang, UPC2025, Saariselkä, Finland

Provide a new way to constrain nuclear charge radius
X. Wang, et al., PRC 107,044906 (2023)

STAR, PRC 111, 014909 (2025)

Breit-Wheeler Processes in U+U

First rapidity dependence measurement of BW process

2025/6/9 14Chi Yang, UPC2025, Saariselkä, Finland Tuesday 17:50 Xihe’s talk

// → '"'#Uranium: more deformation than that in Gold

Comparisons between U and Au cross sections will enable new constraints on the nuclear shape

• QED well describes the mass and rapidity distribution but fails to describe pT spectrum in U+U collisions 
(assuming spherical U)

• pT and cos(n,-) may provide more constraints on the nonspherical nucleus

Observation of !"! Pair Production

2025/6/9 16Chi Yang, UPC2025, Saariselkä, Finland Friday 09:30 Xinbai’s talk

// → -.-

First observation of the proton-antiproton pair production from the vacuum 
(via photon photon process at very low Q2)

See talk by Leszek Kosarzewski on Tuesday, 
5:30pm  

EESI in Peripheral Collisions
• Observe increased modulation relative to ALICE ultra-peripheral
• Consistent with STAR UPC data, but within large uncertainties

8/9/2025 Initial Stages - Tamis 9

Impact Parameter 
Class

STAR:
 Sci. Adv. 9 (2023) 3903
ALICE: 
Phys. Lett. B 858 (2024) 139017
Xing Model:
 J. High Energy. Phys. 64 (2020)
Zhao Model: 
Phys. Rev. C 109 (2024) 024908

Nuclear Shape Effects
• Sudakov radiation: one or 

both of leptons emit soft 
photon

 - cross-section 
dependent on pair 𝑝𝑝𝑇𝑇

• First Observation of Sudakov 
radiation in a deformed 
nucleus
• Smaller impact parameters in 

U+U collisions expected to 
result in larger Sudakov factor

8/9/2025 Initial Stages - Tamis 12

Sudakov

See talk by Nicholas Jindal on 
Wednesday, 10am  

< 2cos(2Δ𝜙𝜙) > < 2cos(4Δ𝜙𝜙) >

Study Nuclear Structure via #! Photoproduction

M. Centelles, et al., PRL 102, 122502 (2009)
Q. Shou, et al., Phys. Lett. B 2015
H. De Vries, et al., At. Data Nucl. Data Tables 1987

S238U    = 0.44 ± 0.05 ± 0.08 fm 

20

Larger radius (“neutron skin”) of U：
Indication of the nuclear deformation？

2025/6/9 Chi Yang, UPC2025, Saariselkä, Finland

dN/dt slope difference in Isobar UPC

~3/ effect beyond flat dN/dt slope ratio:
Indication of larger Zr size than Ru 

/2 → !! → #"##

S197Au   = 0.17 ± 0.03 ± 0.08 fm     

Extracted neutron skin:Spin Interference of $/& Photoproduction in UPCs 

Opposite modulation for 8) (positive) and 9/; (negative, 32 effect)

2025/6/9 Chi Yang, UPC2025, Saariselkä, Finland 22

/2 → $/& → '"'#Compared to 5&: 
• Much longer life time (>>b) 
• Larger mass
• Decay to Fermion

Observed spin interference and its pT dependence
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Thank you STAR, RHIC, and 
everyone involved over the many 

years


