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Outline iy

* MOSAIX recap
* Testing infrastructure, qualification and status
e SVT SW framework
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MOSAIX chip status

MOSAIX wafers (ER2) arriving in
February
Pad wafers: arrived December

ER3 submission preparation in
progress -> feedback to designers
by mid 2026

|

habyMOSAIX ER2 Padwafer
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MOSAIX chip status

5x Segments

266 mm

MOSAIX wafers (ER2) arriving in
February
Pad wafers: arrived December

98 mm

ER3 submission preparation in
progress -> feedback to designers
by mid 2026
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MOSAIX chip status

1x Segment
) 266 mm . £
MOSAIX wafers (ER2) arriving in [ """""""""""""""""""""""""""""""""""""""""" T Mm] I§
February =
Pad wafers: arrived December ..one monolithic sensor

ER3 submission preparation in
progress -> feedback to designers
by mid 2026
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MOSAIX anatomy

LEC 12x RSU 1x Segment REC

Service nodes Tile

 8x10 Gb/s transmitter

* |pGBT logic/encoded

* bxglobal power domains
* Analog monitoring/testout
* Slow control/clk/sync/rst

* 12tiles,12 pixel variants

* Eachtileis switched

* Overall: 12*12 =144 tiles

* 144 * 160 Mb/s transmission
* 144 biasing/periphery blocks
288 local power domains

5x global power domains
e ——

One tile ~ one pixel sensor
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MOSAIX qualification goals i

. Verify functionality of all features

Testing of services and global supplies, slow

° control access and critical features, e.g., service
° YI e ld Of b lo C kS Primary testing Impedance testing node control. Pre-requisite for all further testing.

Impedance testing Primary testing TBD

[ . . Tile basic testing Primary testing Testing tile-level functionality. SBB data transfer.
L] I d e n t I fy t h e p Ixe l Va rI a n t Characterization of on-chip ADC and analog
monitoring network. Includes also testing of
Analog circuitry and ADC testing Primary testing bandgap reference.
1 O G b / t 1 1 f Pixel matrix characterization Tile basic testing /ADC testing? Characterization of pixel matrix.
b S ra n S m I S S I O n O n -Wa e r High-speed channel Primary testing Testing high-speed channel
Full characterization of the SBB. Check margins
. . SBB characterization Tile basic testing for data transfer.
. R a d I a t I O n effe CtS General SEE testing Tile basic testing SEU cross-section, SEL susceptibility
Pixel matrix TID/NIEL characterization Pixel matrix characterization Pixel matrix perfomance after radiation

High-speed channel TID/NIEL testing  High-speed channel LEC/serializer performance after radiation
ADC TID/NIEL testing ADC testing ADC performance after radiation

. am bition fo r day On e re a din eSS GWT-PSI PLL SEU/SET testing High-speed channel Check PLL susceptibility for SEU/SET
*|TS3 stage plan
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Qualification and characterisation stages
S //"*7””""»,, §

" High-speed channel " GWT-PSIPLL

" TID/NIEL testing | SEU/SET testing//‘ *Incorporation _Of |T33 plan as
— S = common baseline in ER2,
later adapted for SVT

High-speed channel
testing

Impedance > Primary testin Internal ADG ( niomieL )
testing v 9 Characterizatio \ h
- testing -
Tile basic Pixel Matrix
testing Characterization
[ General SEE \ T
. testing : Pixel Matrix \
~ / ( TID/NIEL
SBB \\characterization g
Characterization = ,,/
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Qualification and characterisation stages

" High-speed channel " GWT-PSI PLL

" TID/NIEL testing | SEU/SET testing *Incorporation of ITS3 plan as
T SO common baseline in ER2,
later adapted for SVT

7 aDC N

~ TIDNIEL
N

tgstiry""

Primary testing

Tile basic
testing

General SEE \ ——

‘ K: m::-u \ tes“ng/ Plxel Matrlx \\
- e \ TID/NIEL |
; SBB _characterization

on the individual tiles
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Impedance
testing

'

Pixel Matrix
Characterization
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Testing Infrastructure

2x power supply Altera Arria 10 & Enclustra baseboard

MOSAIX targets:

- Wafer Probing see
Stefano’s presentation

- Carrier PCB

-  Bentmodels/test beams

1 set/MOSAIX (Segment)
Connected via USB3 <> PC

SMU & multiplexer
forimpedance
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Tests and readiness

* Firmware -> done (ITS3)

* I[ncludes emulator allows to
test framework

* List of tests & status
thereof
* Readiness report this week

* [t will be possible to run set
of tests when chips are
available

Board-to-Board Adapter

8x High-speed links (10.24 Gb/s)
2x Slow control interfaces

Clock and reset

Sync pulse

Testout

*or FPC

MOSAIX Test System

MOSAIX Emulator

:::::::::::::::
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CONTROLLER

Datapath

1
1
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HIGH-SPEED
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DATARDUER BACKBONE GENERATOR

PRECONFIG |' | || |,  ComelEcEP

|

' X
" 1 l
: 777777777777777777777777777 " 1 8
o ' CTRL 1 HIGH-SPEED
: 1 CHANNEL
TESTOUT ] «— s s Dataor
DESERIALIZER resTouT : - '''''''' “

MOSAIX CLE—>] —cu I L
BASIC CTRL sLow SLOW CONTROL
to
CLOCK SYNC GENERATOR PBus
CONTROLLER

USB| N \
sLow sLow <__>< %
FROACTRL CONTROL CONTROL [€—SC SERVICE—> PRS- N—
PHY [€—-SC CORE—>

10 WRAPPER

MASTER

M
SERVICE
CORE LEC NODE h TILE
EP Ep ‘ ‘ EP

SERVICE LEC
EP

CLOCK
FroncIR

D TESTOUT DATAPATH D HSCH DATA PATH D RECIEVER CONTROL D FPGAMODULES D HIGH-SPEED DATA PATH D TESTOUT DATAPATH D FPGA CONTROL MODULES

D SIGNALS TO MOSAIX E SLOW CONTROL E SLOW CONTROL IPBUS and Register Endpoints

IPBUS
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SVT SW framework

Distributed Agents

N

Kafka Msg Another Service

Distributed Kafka

Web based Ul backbone

Files Storage Some Hardware or Service

Produces commands
& visualizes data

V]}

N

Kafka Msg WaferProber Control

HTTP REST AP
% Kafka Msg %
e ws WebSocket

—— KafkaMsg — Kafka

Files Storage

Probe Station

V;‘

N

Kafka Msg ROCSupervisor

UI

Files Storage /

READOUT / CONTROL

MOSAIX/LAS

[ DB Agent |
* Web based service, consist of 2 parts:

» Front-end

+ running in the browser
* Back-end

N

« ensure communication between other services, provides HTTP, WS
Kafka interfaces for communication

Kafka Msg DB Agent

+ Assignment

» UI for start/stop operations
« UI for data overview/analysis

DB Agent

Service
Database + Communication with database

« All other services communication with
Kafka messages

Assignment

Files Storage

« Interface for accessing the database for
all services.
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Agents under development

Test Agent

* Test Agent
* Runs the chip tests

* Wafer Probe Agent

e Controller to operate the wafer

prober
* Database Agent %ﬂ
DB Agent
e Communication with DB . .

(CERN DB on demand service)
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Test Agent

Block diagram

e Individual agents for separate SVTASICs | === 1§ ﬁ;‘*_“_a“_d;'"}
o For M OSAIX: i Keyboar(%lnterrupt ii Initialize K:rf:juizrsumer& Generate_Response i
* Full integration of ITS3 ER2 qualification ! | |
and characterisation tests in SVT SW e [ ainae ity |
f ramewor k i ’ i - '___'_________b‘_'___f_‘_'_____________'___'_____i_ _______ .
* Derive qualification strategy for ER3 . C )
* Use emulator setup (running) to create
dummy tests i i
: | / \ :
* Status: ongoing | j — ;
« New: test sequencer, direct DB Agent T v ;
access, direct feedback to Ul Rt g i
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Wafer Probe Agent

* Central controller to operate wafer
probe stations autonomously

* Interface with the remaining testing
framework

* |.e. move to chip, perform test
(sequence)

* Status: ongoing

* New: set of interace commands for MPI
wafer prober, retrieving DB info,
command sequences(json), wafer
maps -> see Stefano’s presentation

Entry layer

- —————————— — — — —— —— =\ ——— ——— — —— —— —— — — — — — — —

Application Iay/er 7
7/

/
Producer (Only Duyér layer
when WPAgent (— -
is launched)

Testing Action

MPI Prob Station Cascade
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DB Agent

* DB Agent is the main communication
layer with the Database

» Kafka consumer/producer for pull and
push request/reply messages

* DB structure: work in progress
* New: history tracking

* Database on temporary dev instance

= Equipment “
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User interface (Ul)

 Global interface between
operator, DB, and all
Agents

* Status: ongoing

* New: chip tracking,
creation of new ASICs
individually or in bulk

Chip Location History

Asics  asic-1 Location Changed At
v yyy-mm<id
ic-1
= Voltage Scan CERNL186.RE10 20251031
! Prague 20251021
asic-1 Status Nan
amily Type Ancillary
Mechanicallylateges
Tion on Wafes 2
Dong Iy -
Done 108
IV | breakdown
b Y Location History
chip-1 o y IV} breakdown
CERN_18§_R_ETL
X @ Update Location \nunnnv
vone v
© Overview
Done IV - long ramp
|~ Voitage Scan
[ Threshold Scan
|+ Noise Test H H
| Update Chip Location
<, Registers Scan
Prague
2025-10-21
Some reason ...
3 wafor Map

29.10.25-13:19:34

29.10.25-13:19:34

29.10.25-13:19:34

27.10.25-13:19:34

27.10.25-13:19:34

Cancel

Updated By

29.10.25-13:21:34
29.10.25-13:21:34
29.10.25-13:21:34

27.10.25-13:21:34

@ © & & o

27.10.25-13:21:34

°®

Update
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Conclusions

* MOSAIX wafers arrive early 2026

* Foundational infrastructure ready and
tested, using emulator for pre-testing

* MOSAIX test sequence developmentin
progress

* SVT SW framework is steadily growing,
Agents need still work. Next: use emulator
to run realistic test cases

* |Input and contributions very welcome

* Agnostic and flexible in regard to adding Agents
and functionality for testing sites and
production

* Goal of plug-and-play with tested hardware
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BACKUP iy
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Example communication

User Ul DB Agent Test Agent

CreateTestTemplateType(chipFamily, testSetupRequiremnts, parametersList)

T

Y

List of possible test templates types ListTestTemplate Type(chipFamily)

CreateTestTemplate(TemplateType, chipFamily, testParameters)

Ll
Perform a test of a given template StartTestTemplate( Templiateld, chip#, requestid) -
P GetTemplateParameters( Templateld)
)
e e e e R R R B e L S
_SubmitTestResults(Templateld, chip#, dateAndTime, results)
Visualise results GetResults(Templateld, chip#, dateAndTime, results) "
7

SVT Workfest 2025 | Gregor Eberwein | 20



Qualification and characterisation stages

Tests before powering
on the individual tiles

Impedance

High-speed channel
TID/NIEL testing

GWT-PSI PLL

SEU/SET testing *Incorporation of ITS3

-> Tests assumed in WP2,

: baseline later adapted for SVT
High-speed channel

testing
Baseline common plan for ER2, then

Internal ADC ADC

3

testing

General SEE
testing

TID/NIEL
testing

Characterizatio

GSUDD: 1320, 120 WARNING, diferercs morde) 1

(GSVDD: 132,12V WARNING, diferenc i rde)

{@ testing

Pixel Matrix
Characterization

(GSVDD: 1320, 12¢ (WARNING, difrence i rde]

Tile basic
testing

Pixel Matrix
TID/NIEL
characterization

SBB
Characterization
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Qualification of MOSAIX

The Challengey)

144x independent pixel sensors

144x power switches,
288x local power domains

On-chip data distribution

Y
/'

ALL AT ONCE

8x High-speed links

Distributed configuration

%

Timing synchronization

kl ~e | Independent control and monitoring

On-chip power distribution
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Qualification Infrastructure

Pre-Silicon Verification

N Wirebond emulator DSAIX Emulator
SR interface to carrier S

y 00000

TYESNLY

Integrate with test e
system backend -_— 1 o HETSITRIRRIREIVING
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Wafer probing @ CERN DSF

Status

Two probe setups

Both probers are fitted for:
. impedance measurements
. power ramping
. functional testing

All equipment acquired and at CERN

Contact and automation testing with pad wafers:
ONGOING

CERN prober — standard cantilever needle probing
. Probe card: 1x DELIVERED, 2x ARRIVING SOON
. Functional tests with emulator: ONGOING
MIT prober — High-speed vertical needle probing (R&D)
. Studies on high-speed probing: DONE

. Probe card: ORDERED, expected delivery EQY (single-
segment) and January 2026 (multi-segment)
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MOSAIX Core Specs

266 mm

A

\ 4

93% sensitive area

0.7% modularity

144 tiles

4.4 MHz/cm? particle rate

30.72 Gb/s off-chip data
transmission

minimum 2 s integration time
<40 mW/cm?

1013 NIEL (1 MeV neq cm™2)
10 kGray TID
Triple modular redundancy

20.8 x 22.8 um? pixel size
444 x 156 pixels per tile
Detection efficiency > 99%
Fake-hit rate: < 0.1 pixel-ts?
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MOSAIX

TILE TILE
LEC RSU REC L Ll ) MATRIX ( ) MATRIX
/00 PWR SWITCHES ) PWR SWITCHES O SERVICES PWR DOMAIN
7/
—°|lf|_ —°||::_ O GLOABL PWR DOMAIN
=3 LXVDD 3 LXVDD
() ocaL pwr DOMAIN
MONITORING _'l:l' | [0S ‘lt: | [0
GXVSS J [ L p
< 7/ <
psuB d5 B d-
> 7/
J L
72
LEVEL SHIFTERS (< 1] Ox LEVEL SHIFTERS
+ BUFFERS + BUFFERS
] ]
g 8 z 3
e = e =]
o F o F
SRV SC MASTER F E
[ SRV ENDPOINT ] [ SRV ENDPOINT ]
vA N ” N
(T SRVSLOWCONTROLBUS 7/ )
&
LEFT ENDCAP STITCHES
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Detector R&D

Production: ER2 & ER3

Now

—

Engineering Run 2
Different pixel variants for

operational margins
Design in-depth verification

ongoing

33 wafers: 4 months
25 pad wafers: 3 months
1 month for dicing

PX1

PX2

PX3

PX4

PX5

PX6

PX7

PX8

PX9

PX10

PX11

PX12

©

v
o
o

74,064

55548 |

Q3 2026

‘ e
Engineering Run 3
e  Final pixel variant
e  Functionally identical to ER2
e ER2 implementation procedure
and scripts identical for ER3-For
ER3 much shorter design and
verification
e Aslittle as 6 wafers needed
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Simplified overview

VAN — _m N I
E % TX310G24|| DATA g %
] 5 O
« 12 RSUs ENl SlE 1E
. . S Kl e el
* 4 unit slices per RSU 4
° 1 L] d -t I- v LJ _m ; _—
Service node per unit slice N &
4.5mm 21.666 mm 1.5mm
* 12 tiles per RSU (6 top & 6 bottom) RSU
d 4 readout reglons per tlle > = Periphery —— Periphery Periphery —1- Periphery Periphery Periphery
— Combined into 1 tile readout link
Unit TILE
20 ) ") n ") )
Slice g ... & .. = _ . B &FH &
ug Pixel Matrix g Pixel Matrix g Pixel Matrix g Pixel Matrix g Pixel Matrix g Pixel Matrix
S
Unit bias Unit bias Unit bias Unit bias PIXEL MAT.RIX
ORI blas OnN Blas ORI Blas Unit bias 444 x 156 pixels
20.8 um x 22.8 um
2 2
2 2
gg Pixel Matrix g Pixel Matrix g Pixel Matrix gg Pixel Matrix g Pixel Matrix ,L:’ Pixel Matrix
55 % % 47 5 %
.ﬁ Periphery Periphery Periphery E Periphery Periphery Periphery
Ill oo oo oo oo an o ) L) o8 L1}
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NGC103 - Power Supply
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