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Select hit maps
from sPHENIX
MVTX

Z i1s along beam
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Auto-recovery rate per stave

Run 66079, autorecoveries per minu
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MOSAIX Documentation

25 mosaixdoc.docs.cern.ch/master_er2/

Add to Wish List W Bookmarks [ My Bookmarks
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MOSAIX ASIC Documentation |ntrOdUCt|0n

Introduction

Datasheet

User Manual > MOSAIX (MOnolithic Stitched Active plXel) is a monalithic pixel sensor designed for high-rate

Register Maps > particle tracking applications, fabricated in TPSCo 65 nm CMOS imaging process. It integrates

Design Reference > analog front-end, digital hit logic, slow control, and high-speed data output within a stitched

Requirements > architecture, enabling the construction of large-area sensors from a single die.

(l\:lonlézcltature The MOSAIX segment measures 265.992 x 19.564 mm and comprises a Left-Endcap (LEC), a
ontributors

Right-Endcap (REC) and 12 Repeated Sensor Units (RSU) next to each other (see Figure 1).
References and bibliography
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Figure 1: Top level block diagram of the MOSAIX chip, one
segment of larger sensors.
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SVT Electronics — Simplified Overview

Readout Electronics

ePIC DAQ
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MQOSAIX Architecture
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Half Repeated Sensor Unit

12x REPEATED SENSOR UNIT
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Interface Signals
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Name Type Coupling Direction |Purpose

GCLK_(P/N) Differential (CLPS) |AC or DC Input Global clock input

GRST_B_(P/N) Differential (CLPS) |AC or DC Input Global reset input (active low)

SYNC_(P/N) Differential (CLPS) |AC or DC Input Synchronization signal input
SC_SRV_WR_(P/N) Differential (CLPS) |AC or DC Input Slow conftrol service management write input
SC_SRV_RD_(P/N) Differential (CLPS) |AC or DC Output Slow confrol service management read oufput
SC_CORE_WR_(P/N) Differential (CLPS) |AC or DC Input Slow conftrol core management write input
SC_CORE_RD_(P/N) Differential (CLPS) |AC or DC Output Slow confrol core management read output
HSDATATOP_(P/N)[0] Differential AC Output High-speed data output

HSDATATOP_(P/N)[1] Differential AC Output High-speed data output

HSDATATOP_(P/N)[2] Differential AC Output High-speed data output

HSDATATOP_(P/N)[3] Differential AC Output High-speed data output

HSDATABOT_(P/N)[0] Differential AC Output High-speed data output

HSDATABOT_(P/N)[1] Differential AC Output High-speed data output

HSDATABOT_(P/N)[2] Differential AC Output High-speed data output

HSDATABOT_(P/N)[3] Differential AC Output High-speed data output

TEST_OUT_TOP_(P/N) Differential (CLPS) |AC or DC Output Test signal output

TEST_OUT_BOT_(P/N) Differential (CLPS) [AC orDC  [Output  [Test signal output

ADC_CALIB[O] Analog DC In/Out ADC reference

ADC_CALIB[1] Analog DC In/Out ADC calibration




Data Flow ‘

Matrix

ile Serializer
160/80 Mb/s differentia

Data Router
Grouping 48/24 tiles based on GTA
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Tile Architecture

156 columns
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Pixel Integration Windows

cIk_40‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
e A~ ../ \. ./ .y
timebase - 16h'FFFF
window_marker : : : : ' ' ‘,d'_‘\ ' /_\ /_\ : ‘ /_\
integration_window 2/ 2 /% IWO0 X 1WA X W2 X IW3

Timing diagram showing how integration window are generated following a sync pulse and a window marker. In this particular case, the Window Marker Latency is set to
two, and thus is asserted when the internal timebase equals 2. Notice, that with an absence of new sync pulses, the timebase continues to increment and the integration

window remains active.

Sensor and Front-end Digital Pixel Digital Column Periphery
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STATE(n) Window
| Management
g DISC_ouT Integration Register [ ]  Readout Register Priority Encoder Unit
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)
(%)
BIASING THRESHOLD
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https://mosaixdoc.docs.cern.ch/master/gen/sc_tile_regs/#winmu_cfg_2.window_marker_latency

Timing for Pixel Readout

disc out | a'\: T cr_pix | : : : : : : :,a’i\
frame . \ i ROREG . . . . . [T T %
INT_REG - 2 b . . I : : : : :
_REG . ki
RO_REG ' ' e

When RO_REG is finished being read out

IW (INT_REG) N X N+1
IW (RO_REG) | . N1 . X . N

When the RRU hasn’t emptied all RO_REG entries by the end of an integration window, WINMU asserts hold until it has read out all the data.

e T B W S WO S S S SN S, OO SO S S S S S S S S
L e S O S R W A
hold ' : ‘ : S : : : : SRR A | | . | | | . T\ : S : : :
INT REG U A N e
RoRECL L L L L L S

Dropped IWs : : : : ; ; ; ; ; ; ; / N+2 ) N+3 \
IW (INT_REG) N X N+1
IW (RO_REG) ° N-1 X N
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https://mosaixdoc.docs.cern.ch/master_er2/misc/nomenclature/#winmu

Tile and Pixel Address Encoding

RSUO RSU 1 RSU 11
UNIT SLICE: 0 UNIT SLICE: 1 UNIT SLICE: 2 UNIT SLICE: 3 UNIT SLICE: 22 UNIT SLICE: 23
SRV_NODE  TILE TILE SRV_.NODE  TILE TILE TILE SRV_.NODE  TILE TILE SRV_.NODE  TILE TILE TILE SRV_.NODE  TILE TILE TILE SRV_.NODE  TILE TILE TILE
D 1 o FSA‘ 0,0 FT:\‘ 0,0,0 [uTaie, 1,0 FT:\‘ 0,2,0 USA: 1,0 utA: 1,00 |uTA: 1, 1,0 fuTAa:1,2,0 usa: 2,0 uta:2,0,0 fJuta:2, 1,0 futa:z 20 usa: 3,0 utA:3,0,0 Juta:3 1,0 futa:s 2o |USA‘ 22, u| |UT_=\‘ 22,00 JUTA:22,1,0 FTA‘ 22,2,0 FSA‘ 23,0 |UT_=\‘ 23,00 JUTA:23,1,0 FTA‘ 23,2,0
SA: 0 TAC 0 IGTA: 1 TA: 2 IGSA: 1 JGTA: 3 TA: 4 JGTA: 5 JGsA: 4 JGTA: 12 JGTA: 13 JGsA: 5 JGTA: 15 JGTA: 16 JGTA: 17 SA: 44 TA: 132 JGTA: 133 TA: 134 SA:45 TA: 135 JGTA: 136 TA: 137
2 3 UNIT SLICE: 0 UNITSLICE T UNIT SLICE: 2 UNIT SLICE: 3 UNIT SLICE: 22 UNIT SLICE: 23
SRV_NODE  TILE TILE SRV.NODE  TILE TILE TILE SRV.NODE  TILE TILE SRV.NODE  TILE TILE TILE SRV.NODE  TILE TILE TILE SRV.NODE  TILE TILE TILE
4 5 ot kSA: 0,1 k'&\: 0,01 k'f:\: 0,11 k'&\: 0,21 kSA: L1 k'&\: 10,1 k'f:\: L1 k'&\: 1,21 | FSA: 2,1 FT:\: 2,01 FT;’\: 2,51 | FSA: 31 FT:\: 3,01 FT;’\: 341 FT:\: 321 | kSA: 22,1 k'f:\: 2,01 ka\: 22,11 kT;\: 2,21 kSA: 231 kT;\: 23,01 ka\: 23,11 kT;\: 23,21
6 ?_ SAL 2 TA 6 TA: T TAE SAL 3 TA 9 TA: 10 TAC 1L SAL 6 TA: 18 TA: 19 SAIT TA: 21 TA: 22 TA: 23 SAL 46 TA: 138 TA: 139 TA: 140 SA 47 TA: 141 TA: 142 TA: 143
8 9 gif: ;T;;:::’::;{':;;d:mfng g: :::;:ﬂfi;d:;if;?ng . Unit Slice D Half Sensor Unit (HSU) . Quarter Sensor Unit (QSU)

j—
=]
f—
f—

12 13 TILE

EEEEEREN 5 bits for unit slice (0 - 23)
= P U aTaArEAr 2 bits for tile within unit_slice (0 - 2)
= 1 bit fort_b (top =0, bottom = 1)

864
866
868
870
872
874
876

865 P
867 "
Rows B Array of | Array of Array of | Amay of

re : double double double double
. columns. columns columns columns

871 :

873 -] *Row (ro): 9 bits, provided in full by the Priority Encoder
875 *Column (2): 8 bits total, split between:
877 : - . *  Region Header: upper 2 bits (0-3)

One double:

Digital Column

Double
column

50 1 - I el B *  Priority Encoder output: lower 6 bits (0-40)
880 881 o | S| S| S | o |-
882 883 - H H
884 885 | = -
836 887 . EAEEEAEN SRt C “

TILE l

addr[9:0]

addr [9:1] dcol [4:0] addr[0]
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Tile Readout Conceptual Block Diagram
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Readout Protocol

DATA
DATA READOUT STATUS 3
REGION_HEADER_1 IDLE
TILE_TRAILER
DATA IDLE

REGION_HEADER_2

REGION_HEADER_0

READOUT PROTOCOL

Hits in all 4 regions Hits in 1 region No hits Status
B 16 & 16 5 s U 8
b b by ol b el b b ol b b
IDLE IDLE [DLE ..
TILE_HEADER TILE HEADER EMPTY_INTEGRATION W INDOW TILE_TRAILER (flags 3, 2 aT 1 active)
REGION_HEADEE O = IDLE

READOUT STATUS_L

READOUT STATUS_2

DATA
Word type 1" 10 9
REGION_HEADER_3
IDLE 1 0 0 1 0 1 IDLE config [7:0]
DATA
LOCK 1 0 1 0 1 0 IDLE config [7:0]
TILE_TRAILER
IDLE READOUT_STATUS_1 0 1 1 1 0 0 Integration Window Counter [15:8]
READOUT_STATUS_2 1 1 IWC Checksum [3:0] Integration Window Counter [7:0]
TILE_HEADER 0 0 0 0 0 0 Unit Slice [4:0] Tile [1:0] T/B
REGION_HEADER 0 0 1 1 RegionAddress. Integration Window Counter [7:0]
DATA Pixel Address Row [8:0] Pixel Address Column [5:0]
Dropped IW Packet
pp TILE_TRAILER 0 1 TRU Status Flags [3:0] Packet Checksum [7:0]
EMPTY_INTEGRATION_WINDOW 1 0 TRU Status Flags [3:0] Integration Window Counter [7:0]
DROPPED INTEGRATION WINDOW
DROPPED_INTEGRATION_WINDOW 1 1 TRU Status Flags [3:0] Integration Window Counter [7:0]
RECOVERY 0 1 0 0 1 1 '0
RESERVED 1 0 0 0 RESERVED
Textis not SVG - cannot display
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Bit Counts

1 tile noise pixel:

« 1 tile header

* 1 region header
« ] data

« 1 file trailer

4 words

-> 64 bits per pixel

4 hits (4 pixels each) in 1 region:

« 1 file header

« 1 region header
« 16 data

o 1 tile trailer

19 words

-> 304 bits

-> 19 bits per pixel

s_QOAK RIDGE

National Laboratory

1 tile hit (4 pixels):
1 tile header

1 region header
4 data

1 tile trailer

/ words

->112 bits

-> 28 bits per pixel

1

« 1 file header

* 1 region header
« 4 data

* 1 region header
4 data

* 1 region header
4 data

* 1 region header
« 4 data

« 1 tile trailer

22 words

-> 352 bits

-> 22 bits per pixel

1 tile hit (2 pixels):
1 tile header

1 region header
« 2 data

1 tile trailer

5 words

-> 80 bits

-> 40 bits per pixel

hit (4 pixels) per region:

2 hits (4 pixels) in 1 region:
« 1 file header

* 1 region header
« 8 data

« 1 file trailer

11 words

-> 176 bits

-> 22 bits per pixel

1 row threshold scan:
« 1 tile header

« 1 region header
« 38 data

« 1 region header
« 38 data

* 1 region header
40 data

* 1 region header
40 data

1 tile trailer

162 words

-> 2,592 bits



Data Flow — From Tiles to Left Endcap

LEC X ] 2 RS U
LEC CORE l
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1 BIASING BIASING BIASING. [1 BIASING BIASING. BIASING.
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] 024 10.24 Gbls SERIALIZER | 32 10GBT-ink . m.rm:'u
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Gbps [ [rasen) | ) (10.24Gblsmode) | - 24 x4 b @4OMHz 24 x 4b @40MHz £ g 2 g
“ I8 x 4D @I0MAzZ 24 % 2b @A0MHz_ 2] PIXEL PIXEL g PIXEL 2} PIXEL PIXEL 8 PIXEL
e HI SPEED CHANNEL 24 x 4b @40MHz . —— *34x1b @40MHz . g ARRAY ARRAY H ARRAY ¢ ARRAY ARRAY 5 ARRAY
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10.24 10.24 Gbls, g HE 24x 4b@40MHz o 24xdb_| DATA || 24xt60Mbis | 72 LI n ks g : £ !
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10.24 10.24 Gois g 2AxAb@aMHz | o 2axdh_| OATA B 2 o B H b
4T <« SERIALIZER & ettt 10GBT-ink b @i 48 x 4b@40NHz @40MHz AGGREGATOR e i—‘ 5 1
ps FiEn GEN| | (1024 Gbis mode) ] el Lm Lm Lm L«m—muml L‘m‘
S HI SPEED CHANNEL 24 x 4b @40MHz B B
s - 512 Gz modh 24 % 180Mb RGO FERFER RGO FERPRERT RERCOUTPERPRERT RO PR RGO FERPAERT
10.24 8 |ozacws N 1 i I ¢ s mode) 2x@AOMH: | |2 | DATA B Soubes B E ie IR e
<Tps E — 5 '320MAz) 'PGBT-in 48 x 4b @4OMHz 48 x 4b@40MHz @40MHz AGGREGATOR 24X A0NET
PTRN_GE| . node]
O‘ = Lot (0.2E8b ) 1 BIASING BIASING BIASING 1 mmewa | BIASING BIASNG
[Ty Pe— HI SPEED CHANNEL 24 x 4b @40MHz _
10.24 = 24600 °| s oo 24x 4b@40MHz 24x.4b oaTa gl 24 x160mbis TILE TILE TILE TILE TILE TILE
e «+—< SERIALIZER[; 1pGBT-link 48 x db@40MHz ©| 7T @40MHz | © IAGGREGATOR Higy 24 x 80Mbis 1=
Gbps & """'”‘___I_ 48 x 4b @40MHz S| 24 x 40Mbis
[BLLFLT] PTRN GEN] |/ (10.24 Gbis mode)
e HI SPEED CHANNEL 24 xdb @4OMHz |
= (5.12 Gbls mode) 24 x 160Mb/s. w W
10.24 Gbis TS ) D 24x db@AOWMHz_ | | 2xdb || 24xdb DATA lé= 24 x BOMbis 4~ 3 g 915 g g
4_] 0.24 — SERIALIZEREW IpGBT-link T A ! 48 x Ab@A0MHz @40MHz | @40MHz [AGGREGATOR 24:4“;“,; 8 PIXEL PIXEL s PIXEL 1 PIXEL PIXEL 8 PIXEL g
Gbps B [PrRRGEN] (10.24 ES:W ) N . g ARRAY ARRAY' H ARRAY i ARRAY ARRAY H ARRAY H
. mode 2 H HE H B
£ H g §
: HI SPEED CHANNEL 24 x 4b @40MHz — 72 I—I n kS g £ g ¢
10.24 % 122d %b;fs e o e ||| (B12G0smode) | T YT T o | B, 2 x tsontors 3 |
. . N +2Axdb@AOMHz | L e L EEEES LR ERER TR e {l{&= 24 x 80Mbis T <4
‘ Gb_ps +—— SERIALIZER '5; fg_azuMHz IpGBT-link 8% 4b @IOMHz | 48 x 4b@40MHz @40MHz @40MHz |AGGREGATOR O 24 x 40Mbis 4 l ‘ >
DLLIPLL [PTRN_GEN | (10.24 Gb/s mode) | < l .
) HI SPEED CHANNEL 24x b @4OMHz || ‘ E
10.24 1-‘101224%“; 2 am (5.12 Gbis mode) | 3 L < |
24 Gbls 2
——— — SERIALIZER,E 320MHz) |PGBT-link s o (ol ] I L (R BT L
Gbps [oicp ]| ) (1034 G mode) R e
e aos e
CONTROL LOGIC
PM SLOW | | SC SLOW POWER-UP
CLOCK c TIMEQUT
CONTROL | |CONTROL STATE WATCHDOG
MANAGER MASTER | | MASTER | [ENDPOINT MACHINE | | MANAGER

6-RSU LAS 5-RSU LAS
12-RSU MOSAIX 79 Tiles 60 Tiles

160 Mbps x 144 = 22.5 Gbps ializer = 1 HS serializer = 10 Gbps
Full capacity: 8 HS serializers = 80 Gbps (10 Gbps each) I'HS serializer = 10 Gbps P
Fallback: 40 Gbps, 5 Gbps each

4 outputs info one VTIRx+
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LEC Nominal Operation

%

[nominal operation]

IOs / POWER PADS

[in case of fault]

A NNA

72x ==,
(79}
TX@10G24 - 1 i
TX@10G24H DATA ~ < | 2
TX@10G24 HENCODING- <« ||| O
TX@10G24 il
< ||| =2
0 S
i Y
Y| crocking ||| UlIIE
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10.24 Gb/s per serializer
3 serializers in use

10.24 Gb/s per serializer
3 serializers in use




LEC Data Routing

Dat " DATA FLOW DIRECTION
ata router <::|
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Left Endcap: Use IpGBT for Data Transmission

Communicates with

* The counting room ,
* Optical fibre links L e

* The FE modules / ASICs

rd
* Electrical links (eLinks)
5.12 Gb/s

* The Number and Bandwidth of A N e N
elLinks is programmable = B

* For Down elLinks

- @
|
2 3
a m
I
g’ S — Configuration
. ne s port ) - Bie e-Fuses + reg-Ban|
* Band 160/320 Mb
anawig S ' e
m 5 PIO 12C Sla -
asters
e C :
ount S .
aln[7:0] aOut 10[15:0) 12¢ e [T TTTToSoT
Part Ports deta

* For Up elinks m—
Input eLinks (uplink)
uplink bandwidth [Gbps] 5.12 10.24
FEC coding FECS _—_FEC12 FECS . FEC12
Bandwidth [Mbps] 160 | 320 | 640 [ 160 [\ 320 | 640 | 320 | 640 | 1280/ 320 | 640 | 1280
Maximum number 28 | 14 | 7 24 [J12 | 6 | 28 | 14 | 7\ 24 [ 12| 6
N N—

%OAK RIDGE
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IoGBT Protocol

FE ASIC

FE ASIC

SER/DES

FE ASIC L

GBT-SCA

* Front Ends connect to “e-links”

* The fiber protocol includes “Forward Error Correction”

* Downlink runs at 2.56 Gbps

* Downlink frame is 64bit wide, of which 32 bits are payload

* 1.28 Gbps payload
« Upto 16 e-links @ 80 Mbps

* Uplink runs at either 10.24 Gbps or 5.12 Gbps

* Uplink frame is either 128bit or 256bit

« 256bit frame contains 192bits of payload (7.68 Gbps)
* Up to 24 e-links at either 160 Mbps or 320 Gbps

S_QOAK RIDGE
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32 bits

{H(3). 1c(1), H(2), IC(0), H{1), EC(1), H(0).EC(0)} D(31:24)

D{23:16)

D(15:8) {7:0) FEC(23:0)

Header plus:
+IC-Field (80 Mb/s)

* EC-field (80 Mb/s)

2 groups of 8 output e-Ports
Number of data ports:
« 16 elinks @ 80 Mb/s

+ Belinks @ 160 Mb/s
*  4delinks @ 320 Mb/s

Output eLinks (down-link)

Bandwidth [Mb/s] 80

160

320

Maximum number 16

8

4

Downlink

Line Rate: 2.56 Gbps
32 out of 64 bits are data:
Payload = 1.280 Gbps

Data Uplink

192 out of 256 bits are data:
Payload = 7.680 Gbps

Input eLinks {up-link)

Up-link bandwidth [Gb/s] 5.12 10.24
FEC coding FECS FEC12 FECS FEC12
Bandwidth [Mb/s] 160 | 320 | 640 || 160 || 320 | 640 | 320 | 640 | 1280|| 320 || 640 | 1280
Maximum number 28 | 14 7 2 || 12 6 28 | 14 7 24 || 12 6
5.12 Gbps 10.24 Gbps
Field FEC5 FEC12 FECS FEC12
Frame [bits] 128 256
Header [bits] 2 2
IC [bits] 2 2
EC [bits] 2 2
D [bits] 112 96 224 192
FEC [bits] 10 24 20 48
LM [bits] 0 2 6 10
Correction [bits] 5 12 10 24
# of eLink groups 7 6 7 6




64 bits

8 bits 32 bits 24 bits

IoGBT Architecture

{H(3), 1C(1), H(2), IC{0), H(1), EC(1), H(0)EC(0)}

D(31:24) D{23:16) D{15:8) D(7:0) FEC(23:0)

Downlink

Line Rate: 2.56 Gbps
32 out of 64 bits are data:
Payload = 1280 Mbps

IpGBT \ A J

R

FE ASIC

ref clocks
= 7

Header plus:
* IC-Field (80 Mb/s)
« EC-field (80 Mb/s)

2 groups of 8 output e-Ports
Number of data ports:

* 16 elinks @ 80 Mb/s

¢ Belinks @ 160 Mb/s

A
v

+

e-port

v

FE ASIC

FE ASIC ; F—= 1: S porii« * > 4 elinks @ 320 Mb/s
e-port |4 > > 41
+—&—Heeet : » i3 Output elLinks (down-link)
. ; . O .
: : E|  ovroprcaing Bandwidth [Mb/s] 20 160 320
) : Maximum number 16 8 4

—& e-port

A 4

r\
A

Input eLinks (up-link)

%

OAK RIDGE
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Up-link bandwidth [Gb/s] 5.12 10.24
FEC coding FECS FEC12 FEC5 FEC12
Bandwidth [Mb/s] 160 320 640 160 320 640 320 640 1280 320 640 1280
Maximum number 28 14 7 24 12 6 28 14 7 24 12 6
Frame Function 1/0 Group e
5.12 Gbps 10.24 Gbps
FRMUP[47:0] FEC[47:0]
FRMUP[79:48] Data[31:0] 0 Field FEC5 FEC12 FECS FEC12
FRMUP[111:80] [Data[63:32] 1 Frame [bits] 128 256
FRMUP[143:112] [Data[95:64] 2 .
FRMUP[175:144] [Data[127:96] 3 Header [bits] 2 2
FRMUP[207:176] [Data[159:128] 4 1 IC [bits] 2 2
FRMUP[239:208] |Data[191:160] 5 U pl N k EC [bits] 2 2
FRMUP[249:240] [{8'b0, DownIC[1:0]} See text 192 out of 256 bits are data: fts
FRMUP[251:250] [EC[1:0] Payload = 7680 Mbps D [bits] 112 96 224 192
FRMUP[253:252] [IC[1:0] FEC [bitS] 10 24 20 a8
FRMUP[255:254] [H[1:0] H[1:0] = 2'b 10
LM [bits] 0 2 6 10
Each 1/O group contains i i
aithor 4,2 or 1 eink(s) Correction [bits] 5 12 10 24
# of eLink groups 7 6 7 6




IoGBT Data Format

Uplink Format (5.12 or 10.24 Gbps)

* 5.12Gbps / FECS:
«  Header(2bit): Used by the IpGBT to align the frame.
«  Slow control (4bit): IC (2bit) and EC (2bit).
«  User bandwith (112bit): From IpGBT e-links.
«  FEC (10bit): Can correct up to 5 consecutives errors.

* 5.12Gbps / FEC12:

Header(2bit): Used by the IpGBT to align the frame.

«  Slow control (4bit): IC (2bit) and EC (2bit).

«  User bandwith (98bit): From IpGBT e-links (2bit unconnected).
FEC (24bit): Can correct up to 12 consecutives errors.

* 10.24Gbps / FECS5:
«  Header(2bit): Used by the IpGBT to align the frame.
«  Slow control (4bit): IC (2bit) and EC (2bit).
«  User bandwith (230bit): From IpGBT e-links (6bit unconnected).
«  FEC (20bit): Can correct up to 10 consecutives errors.

* 10.24Gbps / FEC12:
« Header(2bit): Used by the IpGBT to align the frame.
Slow control (4bit): IC (2bit) and EC (2bit).

«  User bandwith (202bit): From IpGBT e-links (10bit unconnected).

FEC (48bit): Can correct up to 24 consecutives errors.

S_QOAK RIDGE
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Downlink Format (2.56 Gbps)

« Header (4bit): Used by the IpGBT to align the frame.

« User data (32bit): sent to IpGBT e-links.

« EC (2bit): used for the external slow control (e.g.: GBT-SCA).

*IC (2bit): used for the internal slow control of the IpGBT (register
configuration).

* FEC (24bit): used to recover from transmission error (can correct up to
12 consecutives errors).



IoGBT ePort Routing

5.12Gbps 10.24Gbps

128 bits 256 hits
2 hits 06 bits 24 bits 16 bits 192 bits 48 bits

Header/IC/EC LM Data Group 5 Data Group 4 Data Group 3 Data Group 2 Data Group 1 Data Group 0 C Header/IC/EC LM Data Group 5 Data Group 4 Data Group 3 Data Group 2 Data Group 1 Data Group 0 FEC
[5:0] [1:0] [15:0] [15:0] [15:0] [15:0] [15:0] [15:0] [23:0] [5:0] [9:0] [31:0] [31:0] [31:0] [31:0] [31:0] [31:0] [47:0]

Data ePort 23 Data ePort 22 Data ePort 21 Data ePort 20 Data ePort 3 DataePort2 DataePortl DataePort0 Data ePort 23 Data ePort 22 Data ePort 21 Data ePort 20 DataePort3 DataePort2 DataePortl DataePort0
[3:0] [3:0] [3:0] [3:0] [3:0] [3:0] [3:0] [3:0] [70] [70] [0 [7:0] [7:0] [7:0] [7:0] [7:0]

MOSAIX uplink

Uplink bandwidth (Gbps) 5.12 10.24

FEC12 FEC12

40 80 160 40 80 160
48 48 24 48 48 48
1 2 s 1 2 s
2 2 1 2 2 2
4 4 4 8 8 8
2 4 4 2 4 8
50% 100% 100% 25% 50% 100%

1. To simplify routing scheme, 48 tiles are connected in instances where there are bandwidth enough to
support a higher number of tiles.

;_v(,OAK RIDGE
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LEC Data Routing

5 Gbps / 160 MHz

(6 links)

96 bits

5 Gbps / 80 MHz

5 Gbps / 40 MHz

4 frames to reconstruct tile word

96 bits

ePort22
[3:0]

Tiled5
[:01

Tile2 Tile1
[:01 [1:0]

8 frames to reconstruct tile word

96 bits

ePortl ePort0
[3:0] [3:0]

#QOAK RIDGE
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16 frames to reconstruct tile word

10 Gbps / 160 MHz

ePori23 ePori22
[7:01 701

Tiled Tiled5
[3:00 [3:01

10 Gbps / 80 MHz

10 Gbps / 40 MHz

192 bits.

192 bits

192 bits

(3 links)

ePorti ePortd
[7:0] [7:0]

Tile2 Tile1
[3:01 [3:01

4 frames to reconstruct tile word

8 frames to reconstruct tile word

ePaortl ePortd

16 frames to reconstruct tile word

J. Schambach



SVT Counts

width (mm) length (mm) # pixels per RSU:
Reticle size 19.564 21.666 831,168
Pixel size 0.0208 0.0228
Barrel 10x275 GeV
# Data Data Rate Data Rate / Fiber  Epty Rate Epty Rate / Fiber Number of SC
Layer Index Area (mmA2)  # sensors # pixels Fibers Hit Rate/ms (Mbps) (Mbps) (Gbps) (Mbps) channels
Lo 58,811 4 119,688,192 96 1791732.00 218717.29 6075.48 12.875 366.211 6
L1 78,414 4 159,584,256 128 1095604.00 133740.72 2786.27 17.166 366.211 8
L2 196,035 8 398,960,640 320 600729.00 73331.18 611.09 42915 366.211 20
L3 882,158 368 1,835,218,944 368 1645551.00 200872.92 545.85 205.994 549.316 16
L4 2,216,706 1120 4,654,540,800 1120 888591.00 108470.58 96.85 529.289 457.764 48
e-endcap
Disk index
EDO 176,710 96 398,960,640 96 538309.00 65711.55 684.50 42.915 457.764 8
ED1 536,815 334 1,388,050,560 334 976195.00 119164.43 356.78 149.310 457.764 16
ED2 553,632 334 1,388,050,560 334 940608.00 114820.31 343.77 149.310 457.764 16
ED3 552,835 334 1,388,050,560 334 618422.00 75490.97 226.02 149.310 457.764 16
ED4 551,127 334 1,388,050,560 334 97019.00 11843.14 35.46 149.310 457.764 16
h-endcap
Disk index
HDO 176,710 96 398,960,640 96 438216.00 53493.16 557.22 42915 457.764 8
HD1 536,815 334 1,388,050,560 334 624534.00 76237.06 228.25 149.310 457.764 16
HD2 553,216 334 1,388,050,560 334 165565.00 20210.57 60.51 149.310 457.764 16
HD3 548,909 334 1,388,050,560 334 14334.00 1749.76 5.24 149.310 457.764 16
HD4 542,422 334 1,388,050,560 334 7064.00 862.30 2.58 149.310 457.764 16
TOTAL 8,161,315 4448 19,070,318,592 4896 1.0442E+10hits/s Empty Rate: 242
1244.84Gbps 2088.5Gbps 16bit/tile

Noise Rate 1.00E-08 (1/pixel/10us)

Total Noise Pixels/s 1.91E+07 pixel/s

Total Noise Rate 1.14Gbps

32bit/pixel
64bit/pixel

S_QOAK RIDGE
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Max Rates after Shuji’'s recent updates (11/2025)

DATA RATES
Data from Shujie November NOISE RATES
Max Hit Rate per RSU EDO: < 1072 hits per tile per
ms - 10E-8 per pixel per 10us timeframe
1072 hits/ms/tile * 1000ms/s * 4 pixels per hit * ’;1:3%0‘(%00 * 69,264 pixels/tile * 64bits/pixel =
32 bits/pixel = 137.2 Mbps - ps

* 10E-6 per pixel per 10us timeframe
* 100,000 * 69,264 pixels/tile * 64bits/pixel =

443 kbps
Max Hit Rate per RSU LO: <2301 hits per tile per
ms
2365 hits/ms/RSU * 1000ms/s * 4 pixels per hit *
32 bits/pixel = 294.5 Mbps TOTAL

130.2 Mbps + 443 kbps = 137.7 Mbps

*OAK RIDGE J. Schambach
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DAQ Test Setup
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IB Readout Architecture
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+48V/-5V

Rescue 12C
Mosaix mon

Control fiber
(IRX + 1TX)

Segment Control Board (SCB Segment Interface Board (SIB) #1

Control fiber

FPC or semi rigid PCB

O

(IRX + 1TX)

Detector Power Board (DPB)

Supplies to segment

* First layer : 3

Power Mosaix Power : #N: « Secondlayer: 4
(+10V/-5V) Inter{aclfl II33)oard | * Third layer : 5

Segment Control Board (SCB) #N Segment Interface Board (SIB) #N

Control fiber

Rescue 12C
Mosaix mon FPC or semi rigid PCB

@)

(1RX + 1TX)

few m
“ J

Y
Segment Service Module (SSM) #N
- 1x SCB
- 1x SIB (including SIB to SCB flex)
- 1x MPIB
P PSUB to LAYER




Mockup of MOSAIX by an FPGA (ITS3 WP4)

6x5Gbps
or
3x10Gbps
) X 224 Ethernet
M erne
< acs datapath o IPBUS
) x MOSAIX
@ - FAKE DATA
a GENERATOR
8
¢ 224 &
4 |q TX |_ G .
p! LT datapath r-' ipb
~ ,-I * IPBUS for mockup configuration and monitoring
GBTCLKO >
GBTCLK1 y 160MHz
o > 40MHz R
CLK1 > . H
= .
(g_< SC_CORE_WR > MOSAIX
- FAKE SERIAL SLAVE
SC_CORE_RD « :
— — Al b
g (CORE SC_PHY) r—» ip
(I
SC_SRV_WR MOSAIX
SC_SRV_RD « FAKE SERIAL SLAVE
(SERVICE SC_PHY) r—t iph
SYNC > Trig counter |‘-‘ ipb
~
¥ OAK RIDGE
National Laboratory




™I EEEUT
RX |—2———
SCLEMSOSCL
SDA LMS0SDA
RSTN
DIS
VIRt
VIRX+ 0
X 1.4 |—2RL0:3]
RX
4 Y Neit
sDA |—L4S1SDA
RSTN I-GRIO[1]
bis L-GPIOI3]
VIRt
VIRX+ 1
TX1-Tx4 2B
RX
scL kMs2scL
SpA |—24S25DA
RSTN |-ERIQL2
Dis -GPLOI0]
VIR
VTRx+ 2
¥ OAK RIDGE
National Laboratory

HPC SDA
LEDs and sDA |-HPC SDA
Test Points SCL HPC SCL
FMC EEPROM
“SC_CORE_WR” —ERQUT
“sC_ SRV WR" —EDQUIO[3
EDOUTI
HH ™ L HSOUT MoOSCL |—MSOSCL N SYNC
HSIN MOSDA L_MSOSDA x+0_  ooun
MS1SCL “GRSTB
MIscl “VTRx+1_12C"
RESETB | RESETB MISDA| MSISDA _
MS25CL
MISCL [~ 1z
. i PIOIO:]
EDIN2[0:3] EDIN2[0:3] GPIO[0:15]
EDIN3[0:3] . PSCLK 0
EDIN3[0:3] EDOUTO[0:3] }—ERQUT! oSCLK |
EDOUT1[0:3] |_EROUTI[0:3 . ECLK
RASPBERRY PICONTROL
. ADC[0:7] ECLK_O ECLK
RSSI[0:2 -
PSCKLO |—BSCLKOQ
BDV & IMon BSCLK 1 — . 13
VIRx+ T[0:2 PSCKL_1 30D g
dl | o
MODEX 3
SLSCL o L
SLSCL SCL SLAVE )
. SLSDAJ-SLSDA MODED I
Dipswitches / —| MODE[0:3] e
Jumpers L1 ADDRESS[0:3] L eywRgbenm
QD
IpGBT

DPo - ppa|—RE03L
DP4 — Dp7 |-REIEZ
LAO5
LAOT
LAO4
LAOO
“SC_CORE_RD"
LAO3 EDIN2[0
“SC_SRV_RD"
LAO2 EDIN
LAO6 P pSLSCL
“CONFIG_[2C"
LAO6 N SLSDA
GBTCLKO_M2C
GBTCLK1_M2C
CLKO_M2C
scL |LHP L
SDA|_HPC SDA
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V1.1 Pictures .~ e
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MOSA|X mockup board 1V1

GEE  CEEED:

Ji4
OAK RIDGE
National Laboratory

- ZE

%

<
i

i 8

FAGULYTY OF HNPORMATICS

% OAK RIDGE

National Laboratory Q

@ VMOSAIX_mockup board 1V1 g

%OAK RIDGE

National Laboratory




Aggregator Board Prototyping

5/2.56Gbps

duplex
v/ Ethernet
Monitor

6x5Gbps

3x10Gbps

Multiplexing
Firmware
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MOSAIX Hardware Mockup Test Setup

FMC FMC

#(OAK RIDGE

National Laboratory J. Schambach



IPGBT DAQ Hardware Setup

10.24/2.56Gbps
duplex

____
»

Ethernet

Readout Chain:

FPGA BRAM -> FMC -> MOSAIX Mockup Board — I[pGBT elink EDIN20 -> fiber 10.24 Gbps -> FELIX -> PCle -> Workstation RAM ->rc_daq -> disk

;_V(,OAK RIDGE
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e =

B
A,

Full Test Sefup

Fiber to FELIX

/
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IDGBT DAQ setup

FELIX FLX-712 from sPHENIX, running ATLAS IpGBT firmware configured for 4 bidir [pGBT links

e Supermicro AMD EPYC based workstation (PCle Gen3) running RHEL9.7

* ATLAS tdaq software stack (IpGBT register R/W over IC bits in fiber IoGBT frame; driver & libs for PCle “wupper”)
e sSPHENIX rc_daqg software

o SPHENIX MVTX rc_daq plugin (does “streaming” readout)

« KCU105 with HPC FMC

o FPGA firmware: serialized data from FPGA BRAM @1280 Mbps, “YATLAS elink data format” (10b8b “chunk” dataq)
« MOSAIX Mockup Board to receive FPGA data to [pGBT elink EDIN20

* |pGBT configured with 10.24Gbps FEC12; elink EDIN20 configured for 1280Mbps

S_QOAK RIDGE
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FELIX Firmware Flavors available from ATLAS

%

OAK RIDGE

National Laboratory

Flavour Link Wrapper Decoders Encoders Remarks
0: GBT GBT 8b10b 8.4.13 8b10b 8.5.11 The GBT mode flavour is available in 8 and 24
HDLC 8.4.14 HDLC 8.5.12 channel versions, with a complete set of encoders /
Direct 8.4.16 Direct 8.5.13 decoders, and a so called SemiStatic configuration
TTCToHost 8.4.17 TTC 85.14 where some decoders/encoders are left out. FELIX
BusyToHost 8.4.18 aims to provide a 24 channel fully configurable
version for FLX712, it has been demonstrated to
work but with high resource count (78% LUTs)
1: FULL ToHost FULL, FULL 8.4.15 8b10b 8.5.11 The FULL mode flavour is available in 24 channels
FromHost GBT or TTCToHost 8.4.17 HDLC 8.5.12 for FLX712 and FLX128. The ToHost side/decoding
LTI BusyToHost 8.4.18 Direct 8.5.13 is using 9.6Gb/s 8b10b data without logical links.
TTC 8.5.14 FromHost/encoding is identical to GBT, with an option
LTl-tx 8.6 to transmit a copy of the LTI-TTC link data at 9.6Gb
8b10b with additional fields for XOFF
2: LTDB GBT 8b10b 8.4.13 8b10b 8.5.11 LTDE mode is a 48 channel version of GBT mode,
HDLC 8.4.14 HDLC 8.5.12 but with reduced e-link configurability. This flavour
Direct 8.4.16 Direct 8.5.13 only includes the EC and IC e-links, as well as an
TTCToHost 8.4.17 TTC 8.5.14 AUX e-link (Egroup 4, link 7) with HDLC/8b10b/Direct
BusyToHost 8.4.18 configuration. Additionally TTC distribution is
available on all FromHost/ToFrontend e-links.
4: PIXEL IpGBT HDLC (EC/IC) RD53A/B 85.8 The Pixel flavour was designed to read out the ITk
8.4.14 TTC 85.14 Pixel detector over IpGBT with Aurora e-links. The
Aurora 8.4.11 HDLC (IC/EC) encoder uses a custom protocol for RD53 and
TTCToHost 8.4.17 8.5.12 includes a trigger and command state machine.
BusyToHost 8.4.18
5: STRIP IpGBET HDLC (IC) 8.4.14 HDLC (EC) 8.5.12 The Strip flavour was designed to read out the [Tk
Endeavour (EC) Endeavour (EC) Strip detector over I[pGBT with 8b10b e-links. The
8.4.10 857 encoder uses a strip custom protocol with so called
8b10b 8.4.13, 8.4.9 LCB 8.5.9 trickle merge.
TTCToHost 8.4.17 R3L1 8.5.10
BusyToHost 8.4.18
9: LPGBT IpGET HDLC (EC/IC) 8b10b 8.5.11 The IpGET Flavour is the IpGBT equivalent of the
8.4.14 HDLC 8.5.12 GBT flavour. It involves 8b10b, HDLC and TTC
8b10b 8.4.13 Direct 8.5.13 protocols and the aim is to have a fully configurable
Direct 8.4.16 TTC 8.5.14 24 channel build available. The LPGBT flavour will
TTCToHost 8.4.17 include encoding and decoding schemes for the
BusyToHost 8.4.18 HGTD
10: INTERLAKEN 64b67b ToHost Interlaken, LTl-tx 8.6 The Interlaken Flavour has 24x 25.78125 Gb/s
FromHost LTI Interlaken links in ToHost direction. Note that no
8419 more than 12 links can be fully occupied as otherwise
the PCle Gen4 bandwidth will be saturated. As
encoders, the Interlaken flavour implements the
TTC-LTl encoder, a copy of the received LTI frame
but with additional XOFF bits.
12: HGTD_LUMI IpGBET 6b8b
13: BCMPRIME IpGBT
14: FELIG-PIXEL IPGBT-FE

My Choice



FELIX Firmware Top Level

FELIX phase 2 Firmware architecture

LTI/TTC Housekeeping
9.6/4.8Gb 8h10b Board management
TTC-LTI protocol Clock and reset

TTC-LTI emulator

Internal e CRTOoHOSt

Per E-Link

emulator AXI4 Stream to
' RAM based [jumG—_5pm e FELIX blocks 4 L0
- emulator « 32b !n " Wisper FIFQs
© generates Sl 64D in

» 512b or 1024b
out

E-Lin

PCle Gend/5

X8
X8

SUN-3 Mey

AXHI4 Stream 8b
Per E-Link

512b or 1024b from

Raw E-Links H ['] C
__ Wupper FIFO

X24 links R AXI4 Stream 64b
; ( Per 25G-Link

Interlaken

i Replicated for every (2) PCle endpoint/ logical device

;_v(,OAK RIDGE

National Laboratory




FELIX Firmware detailed

GETdetaEmulabor

BUSY_RECLUIESTs | P register_map_contrel |
[e—— dul DALk BUSY in CHTdats DATA_TIC_P Tegister_map_Lhe moniter )
T - - AIFD_BUSY_in I CETdataTaFE | DATA_TTE_H TIC_out Ermest Sl o5 resetn
MMIM_CscSelect_in 4 DA ) . bca'rs\cn;u Loeaow et sdn, 160 app_clk_in_n e app_ck_in_n ckzed
S8 SIS345_plOL ziszas a P i35 L | pETICd | ot . e =t app_k i p b app_cli_in_p dkzsn
TACH SIS345 INSEL P 55345 INSEL Teghcher_Map_tontrn otiost_Faka, b cl_adn 160 dkan
= = clk2onr | | TIC_BUSY_iii_siray i e 40 cik40 stal
register_mig_control SE345_OF e 5I5345_OE 3
B 55345 _RSTH z :':‘__ BT b clie_etefx_ref_in_n cli_sdn_160_sut_n elk_adn_180_sut_n
PORT. b s3s sEL - | [ b i trch_ et in_p ok adn_160 oet g ek adn 160 sut
P flacch SEL | ksanrlh i e b i tbeh_ref2_in_n elle HhcPynef ok n cllch_tac, raf_out_n
e flash_a " : o o prragir - iy | - b ol _ttofu_ref2_in_p olie_thofu_ref_out b clicdD) ke _ref_out_p
P e [ze= SISO EMU GeTouTorin 4 | .
e flash_colk == \pGETECDatatut EMiLl_lpGETECDatain 4 L ——
e flash_ce ""ﬂ“l |pGETICDataDut EML_lpsG BT Dkl 4
® flash d ading : Ay
b emceli e flash_re I sel GETDutaln Pty o] GET_DOWNLINE LISER_DATA 5_axis s TromHostFie_dout Do 0T, W fremsieatFite,_daut toHostRlo_busy_sut
ekl sctalnr i dkid xtal Hash_we e flash_we IpGETData T FEln H—d lpGAT DOWWMUINE USER DATA s _ais_bready Fhixis_tready FremHostRfo_empty Fremitieat Fife_empby Ink_up
40 xctal r = dksd stal i2omux_rst P (Zcmum_rst dk&d I CETECDatain 1o IpCET DOWNLINE EC DATA aclk Fhaxis_aclk FremHestFife_dk FremHeatFife rd_dk pde_ran
llesanr P clisy beds - IpGETI Datain 9 IpGET_DOWNLINE_IC_DATA R register_mag_conkrol fremHestFife_nd_en fremHeatFife_rd_en pede_rup
— I REUSRCLE_IN opto_inhibit e ot ikt | TTCin FrasmiedtFifa_rst FresmtioatFife_rst peie_tan
regiter_map_gen board info TEgSiEr_map_control aresetn Fife_manitoring taHostRko_din e _txp
Pegisber map P meibor regater_may enioding moniter taHastFfo peeg Full register_map_cortral_syne
CLESD_FRCAZLME P e CLiED_FPCAR| MK P toHostFifo_wr_dk register_map_contrel_apereg dk
CLKA40 FPOATLME_H P cLke0 FPoAR( M H | aresetn toHostFifo_wr_en register_map_gen_board info
LMK [DIATA e LMK_DETA taHostFite st PegHter_ M riabast_mOnie
LME_CLE e LK_CLE | clkesnnrie qpss interupt_call register_map_crftombegt_moniter
LME_LE : LME_LE I s, amis Masber_ by in register_map_decoding_ moniter
LMK_GOE LMiK_COE . : register_mag_encodieg_monkoe
- 5_anis_fready teHostFifo_din a "
LMK_SYHCR e LMK_SYRCR E reset_te_in Pegter msd ghtemd manite
C SMB b SME FullModeDataEmulator mmis_32_Fanouk_szlector S piresg smply WH“‘“:;,““ NLLI sys_resel_n register_map_link_maniter
[3C_SMEUS CFG_nEN e 2C_SuBLS_{¥ [nen TRENR regster_map_control m_ails &MmU_anis fanout_sel_uxis : :z :ﬁ w:nﬂmm:ﬁr% ':'r ‘m 8 register_mag, ttr_monitor
MGMT_PORT EM e MGMT_PORT EN register_mag_contrel_appeeg ok m_ais,_Eresdy emu_axs tresdy Faneub_sel_asis_tready 5. axis_ause_prog I:moty teHestEle rst syme_clk register_map_xeff_monier
PCIE_PERSTI e PCIE_PERSTIY register_map_ghbbemu_moaitor m_asis_pieg_emply S preg emply Pt o6l sk prog_smpty " sy ok FegEtEr_ M hk_monier
PCIE_PERSTR P PCIE_PERSTIY : . iy it sk p appreg_ck
PEX_PERSTR e PEX_PERSTH anesetn Paghe . reset_soft
PEX_SCL - PEX_SCL deoding anis oo engty egister_map_crtohast_meedtor reiet_soft_appred ok
PEX_SD& § pex sDa I?E;_C"t PBgETEr_Mmad Contnal tashst by st
SHPC_IHT b SHPC_INT 40 clh240
wersal_sys_reset_m_out aclk_t adlk
\
— I =ep—"
OPTO_LOS OFTO_LOS GET_DOWNLINK_USER_DATA sz
M THP CAT_UPLINK_USER_DATA, I
TP THH IPGET_DOWNLINK_USER_DATA | - - - _
RE_P P \pCET_DOWNLINE_IC_DATA B
RXH RN IpCET_DOWMNLING EC_DATA | |
LME_P \pGET_UFLINK_USER_DATA
b b&gm—&iﬁg ety register_ map_contrel EMU_CATDatakn b GET_UIPLINK_USER_DATA | sys.reset_p I—frmre)
CTH FM RX"33h et IpCHTataTcHost Mb—3— EML IpCHTDAL TeHostin \pGETDutaTokastOut b IoCGET_UAPLINK_USER_DATA.
ilads it b |pGETECAata b EMLIpCATECDataln \pGATECData0ut b IGET_LPLINK_EC_IDATA |
e st saft |pCaTICdata b EML_IpCATI Dataln |pGETI Datacut b IoGET_UPLINK_IC_DATA
ROERCLE,_CAIT GETlinkvalid EML_ GETlinkVialidin GBTLinkvalOut b Linkaligred | E‘[::’“" SI5324_ressibn
dkaonr cltSonrie ciio b CETDabaln b FLULL_UPLINK_USER_DATA m_ads_aux_peog_emply |
clizaanr i n:n_lcl_n.r wrdk b |pCETDakaToHostn b TTCToHostData aclk 8 r aclk_th
b IpCETEC Dataln b ElinkBusyin [FET— susv_our
v:'nEFccll.I:‘:'frlm b IpCATICDuE b DmaBuyin I -
- e I b CHTLinkvalidin b FifaBusyln |
t
GIREFCLE_P_IH CTREFCLK_P in TN i | BusySurmin
f b 71 in |
cle4anr [ clisn regisber_map_control
| L reqister map, decoding menlor |
2 | 1z |
| aresein |
24 T ROUSRILE |
k150 17 [ ciiten
| k250 1 cli2so |
. cllanur i clidn
| for generate [PCle Endpoints] |
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ATLAS e-link Data Format L e

: Block
oxC Bloc_k Size oc GBTID AXls ID

1 0xCE / OXCF Sequence

Figure B.3: Block Header Format.

% Block header : 32 bits (Sub)chunk header : 32 bits e 0XC 4b, Header identifier
% - Start of block symbol - Fragment type « BlockSize - 1: 4b, Block size in kB-1, 0: 1kB, 3: 4kB efc.
§ - Block Size - First, Last, Complete, Middle, NULL, Timeout, OOB A )
§ e 0xCE / 0xCF 8b, Header identifier. 0xCE for chunk trailers, 0xCF for chunk headers.
sl - AXI-Stream ID - Flags
- Block sequence - Truncation, Error, CRC error, BUSY * Block Sequence 5b, Incremental number per E-Link

- Reserved (9b) GBT ID 5b, Link index starting at 0 for every PCle endpoint. For a 24 channel firmware with two PCle
- Subchunk Iength (16b) endpoints, Link 12 will generate a GBT ID 0 in endpoint 1.

AXls ID 6b, Index of the E-Link on the AXI-Stream array. For GBT this number is equal to the Egroup *

8 + the Epath ID within the E-Group. For IpGBT this number is equal to the Egroup ™ 4 + the EPath ID

L N kB block N kB block N kB block N kB block within the E-Group. In Pixel firmware, each decoder separates DAQ and register read data. DAQ data
gets AXlIs ID 0, 4, 8, etc. Register data gets AXIs ID 1, 5, 9, efc.

A

31 29 28 7 B B 24 16 15 0

Type |[T|E|C|B reserved (sub)chunk length in bytes

Figure B.4: Chunk trailer/header format.

r chunk T chunk chunlzr E-Link packet = chunk (may span multiple blocks) ’l
* Type 3b:

Figure B.2: FELIX ToHost Block format with chunk headers. - 0: NULL header, padding

- First part of a chunk consisting of more than one part

-

. Last part of a chunk consisting of more than one part

. Chunk consists of one part

. Middle part of a chunk, consisting of more than two parts
- Timeout trailer

Table 3.1: K-characters used for 8B/10B coded links. BUSY-ON/OFF arrive from the front-end in both FULL -

mode and GBT mode cases.. - 6: Reserved

. Out of band (OOB)

~N o s W

K-character 8-bitvalue Use

T Truncation flag, indicating that a decoder truncated the data to a maximum length, or because the

FIFO was full.
K28.1 0x3c Start-of-Packet (SOP) Er o End data d it o daa -
_~f. . raming error, Front-End data does not comply with the specified data format. For instance a missing
K28.6 Oxde .End of-Packet (EOP) SOP, EOP, or payload data not within SOP/EOP.
K28.5 0Oxbc idle
K28.2 0x5¢ BUSY-ON (from front-end), XOFF (to front-end for FULL mode with GBT downlink) e C CRC error, if implemented by the decoder.
K28.3 0x7c BUSY-OFF (from front-end), XON (to front-end for FULL mode with GBT downlink) « B E-Link BUSY indication
e reserved 9b, reserved for future use.
+ Length 16b, Length in bytes of the chunk of subchunk. If the chunk spans multiple blocks, only the
sub-chunk length is given.
¥ OAK RIDGE
National Laboratory




Emulated Data: Chunk Format

OxAA Length (MSB) Length (LSB) L1ID counter
E-Link width (2, 4, 8, 16
0 AXls ID 0xBB OxAA or 32)
(Counter data specified in Length) This is loaded into the
P 9 FPGA BRAM to be sent
as 108b words over the
elink

Figure B.12: Default Emulator payload.
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ATLAS tdaqg Software: FELIX E-link Configurator

[} FELIX E-link Configurator @ pc0127025.ornl.gov Q@E
FLx-device: |0 (712, LFGBT) ~ || Read Cfg ||TH FanOut..| FH FanOut..|| Timeout.. || Clock.. | Stream IDs | | Advanced ° A”OWS 1'0 Conﬁgure FELlX elinks decoding Ond rouﬁng
File: | open.. | save.. || | Extra. | ViO Pcle bUS
Link |0 2/ () GBT ( FUllmode (® IpGBT 10G-FEC12 ~ || Replicate. || Repl 2 Al | Use link 'EMU" to configure Emulator
["] TTC-to-Host (600) Select TTC Clock  Truncation (per link): HDLC

Egroup O Egroup 1 Egroup 2 Egroup 3 Egroup 4 Egroup 5 Egroup 0 Egroup 1 Egroup 2 Egroup 3
| 8-bit - | sbit - | 32-bit -| 8-bit ~|8hit -~ Bbit | o [2-bit - | 2bit - | 2-bit - [ 2bit | e a0
[HOLe - | |Tce. -~ Tco - |TIco - |TCE -l‘HDLC - |
v IC (1d) v IC(11)
003 007 oof 013 o17
= = -l =il - 003 007 0ob oof
Epath 3 Epath 3 Epath 3 Epath 3 Epath 3 - |l = ~ M - |
Epath 3 Epath 3 Epath 3 Epath 3
002 006 00e 012 016
e <l =l - 002 006 00a 00e
Epath 2 Epath 2 Epath 2 Epath 2 Epath 2 - ‘ ‘ - | | - ‘ | -
Epath 2 Epath 2 Epath 2 Epath 2
8bl0b ~
001 005 ood 011 015
e | e 001 005 003 0od
. | — S e S =T | ) B e I (I
Epath 1 Epath 1 Epath 1 Epath 1 Epathl || Egroup0 | = = = =
| Egroup1l |
| Egroup2 | | Egroup0 |
| Egroup 3 ‘ ‘ Egroup 1 ‘
| Egroup 4 \ \ Egroup 2 \
| Egroups | | Egroup3 |
‘oo00 004 0oc o010 014 . 000 004 o008 noc -
- | | - '| ‘ - ‘ ‘ - | | Replicate.. ‘ ‘ - ‘ ‘ - | | - ‘ | ,l ‘ Replicate.. ‘
Epath 0 Epath 0 Epath 0 Epath 0 Epath® || Repl2All | Epath 0 Epath 0 Epath 0 Epatho | Repl2aAll |
| Disable | | Disable |
| Enable ‘ ‘ Enable ‘
ToHost LInk 0 & E-mode () DMAindex ' ' ‘Enable all Elinks in the active ToHost Egroup FromHost Link 0
FELI x v4.10.3 22-SEP-2025 [tag: felix-05-01-04-7-gSeec9Zedirty)  RM-5 | quit |
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rc_daqg Data taking

[yie@pc0127025 rcdaq]$ watch —n 1 flx--dma-stat
[yi6@pc0127025 rcdaq]$ dag_begin
[yje@pc0127025 rcdaq]$ daq_end

# dump the data using rc_daq provided dump command:
[yie@pc0127025 rcdaq]$ ddump -g -s -p 2001 -n 0 /data/rcdaq/test_00000224-0000.prdf | hexdump -v -e
""%010_ad: " 1/4 "%08x " "\n"' | less

0000000000:
0000000004:
0000000008:
0000000012

0000000016:
0000000020:
0000000024:
0000000028:
0000000032:
0000000036:
0000000040:
0000000044:

c0cf0008 # Block Header: Block size=0 (1kB), Block sequence=0, GBT ID=0, Axis ID=0x8
60000010 # Chunk Header: Type=011 (3=chunk consists of 1 part), length=0x0010 (16 bytes)
000800aa # Chunk 1st word (read from right to left): Length=0x0008 bytes

20aabb08 # Chunk 2nd word: elink width=x020 (32b), axisID=0x08

03020100 # Counter: 0,1,2,3

07060504 # Counter: 4,5,6,7

60000010

010800aa

20aabb08

03020100

07060504

60000010

&OAK RIDGE
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DMA status when not taking data

£ yj6@pc0127025:~

Every 1.0s: flx-dma-stat

Firmware: FLX712-LPGBT-2x2CH-250804-355-GIT:rm-5.4/202

DMA descriptor

Enabled
FROM_TO
NUM_WORDS
WRAP_AROUND
END_ADDRESS
START_ADDRESS:
FW_POINTER
SW_POINTER
EVEN_PC
EVEN_DMA
DESC_DONE
Buffer size
[MB] :
Buffer unread:
[bytes]:

£ yi6@pc0127025:~

count = 6

: 0 (ToHost)

1 64 (TLP=256B)
: 1

: Ox000460cO0000

0x000360c00000

: Ox000360c00000
: Ox000372a82800
: Ox0

: Ox0

: Ox1 (DONE)

: 0x100000000

4096

Every 1.0s: flx-dma-stat

0 (ToHost)
0 (TLP=0)
0

0x000000000000
0x000000000000
0x000000000000
0x000000000000
Ox0

Oxe

0x1 (DONE)

0x0

While taking data: activity on DMA O

0 (ToHost)
0 (TLP=0)
[c]

0x000000000000
0x000000000000
0x000000000000
0x000000000000
0x0

0x0

0x1 (DONE)

0x0

Firmware: FLX712-LPGBT-2x2CH-250804-355-GIT:rm-5.4/202

DMA descriptor

Enabled
FROM_TO
NUM_WORDS
WRAP_AROUND
END_ADDRESS
START_ADDRESS :
FW_POINTER
SW_POINTER
EVEN_PC
EVEN_DMA
DESC_DONE
Buffer size
[(MB]
Buffer unread:
[bytes]:

count = 6

: 0 (ToHost)

: 64 (TLP=256B)
1

: 0x000460c00000

0x000360c00000

: Ox000363487800
: 0x000363393400
: Ox0

: 0x0

: Ox0

: Ox100000000

: 4096

0 %
1000448

0 (ToHost)

0 (TLP=0)

0
0x000000000000
Ox000000000000
0x000000000000
0x000000000000
Ox0

0x0

0x1 (DONE)

Ox0

0 (ToHost)
0 (TLP=0)
]

0x000000000000
0x000000000000
0x000000000000
0x000000000000
Ox0

ox0

0x1 (DONE)

Ox0

0 (ToHost)
0 (TLP=0)
[¢]

0x000000000000
0x000000000000
0x000000000000
0x000000000000
0x0

0x0

0x1 (DONE)

0x0

0 (ToHost)

0 (TLP=0)

0
0x000000000000
0x000000000000
0x000000000000
0x000000000000
0x0

0x0

0x1 (DONE)

0x0

0 (ToHost)
0 (TLP=0)
[¢]

0x000000000000
0x000000000000
0x000000000000
0x000000000000
0x0

0x0

0x1 (DONE)

0x

0 (ToHost)
® (TLP=0)
o]

0x000000000000
0x000000000000
0x000000000000
0x000000000000
0x0

0x0

Ox1 (DONE)

0x0

1 (FromHost)
8  (TLP=32 B)
0

0x000360c00020
0x000360c00000
0x000360c00000
0x000360c00000
0x0

Ox0

0x1 (DONE)
0x20

1 (FromHost)
8  (TLP=32 B)
[¢]

0x000360c00020
0x000360c00000
0x000360c00000
0x000360c00000
0x0

0x0

0x1 (DONE)
0x20




Slow Conftrols
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LEC Block Diagram

Differential
o LEC Tile
SYNC P DIFF_RX : .
.| SCSRVEP | . iy
S »| TiEcim  [€¥|SRV_CTRLDRIVER
SC_SRV_RD -
sc SRV WR(__) : }: SC_SRV_PHY : [
- DIFF_RX »| SC_SRV_EP SRV_NODE  |€—»|  SRV_NODE
ADC
GRST P DIFF_RX 2
-~ - L.
»
CLK_DIVIDER o
clk_gs >
ki 21 sync
GCLK 3 DIFF_RX | T
RST
. —>» swe
L CLK_DIVIDER
gelk_gd
DIFF_TX
SC_CORE_RD P .
- . <€ P «&——»| SC_CORE_PHY & ; »| sc_comreep
SC_CORE_WR DIFF RX
1
1 A 4 Y
GWT_PSI TEST_VECTOR_CHECKER |«
Controller S5C_CORE_EP
Monitor
1 @ -l B — SBB_LEC - SBB
«--: DIFF_TX ( £ €« 53|<C | DATA_ROUTER <
X8 = K]
L 7] 8
HSC X8
TESTOUT < DIFF_TX |« TESTOUT ROUTER [«
—_ -
GSVDD GDVDD TXVDD : Power-Domain

Crossing
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Service Slow Conftol Block Di
5°_5W_Wni ~»Periphery ~» Periphery ~» Periphery
ol= sc_srv_clk’|| SERVICES | |SC_SMV_Wr by| SERVICES |
BI EI NODE sc_srv_clk sc srv node rd NODE
E E sc_smv_rsu_rd_t a| - - ;
ala SRV_NODE SRV_NODE
ale EP srv_cfg_RW EP
gorstlo i et | > > >
[GRsToni > | sYNC
analog
monitoring
rst_sync
L z ¥ ¥
ac- cfg_RW %
y ) - v [ v v F
‘ sc|srv_rd_o | sc_srv_rd ¢~ = ADC o — — — — — —
L SC_SRV.RDno | WRAPPER @ Unit Bias (Monitoring) Unit Bias (Monitoring) Unit Bias (Monitoring) @
. | sc_PHY |—» « o
selsrv wri| o~ )l ADC_EP | I I ] %) -
= Unit Bias (Monitoring) Unit Bias (Monitoring) Unit Bias (Monitoring)
A A A
sc_srv_lec_rsu_rd_b
HSCH SBB
clk_80 bandgap WRAPFER
cl=
[ Glkpi H>Uck i1p0MHZ| ¢k || EI :I LIJ
GLKni » MNGT s o lee cfg_RW
oo -« = = [—)
> SRV_LEC_EP srv_cfg RW r) r
SERVICES SERVICES
NODE SC_srv_wr, NODE
sc_srv_rsu_rd_b sc_srv_clk > —
sc_srv_wr, sc_srv_node _rd SRv_EN|gDE
sc_srv_clk Periphery ¢/ Periphery <= Periphery <
Services management (sc_srv) interface .
- SVDD, SVSS (LEC.RSU) Left EndCap (LEC) Repeated Sensor Unit (RSU)
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Core Slow Control Block Diagram

%

sc_core_wr

X

SC_core_wr
PICO_TILE
sc_core_tile_rd -

cfg
Periphew(J

CORE_
TILE_EP

CORE_
TILE_EP

cfy
IPeripher'_«J

5 PICO_TILE
o' x4, sc_core tile_rd_t .—'
BI CORE_LEC
g 1 HsEP ¢fd | CORE_
= . TILE_EP
=, IPenphery{J =
rst_sync — E,
GRST_b_p_i » | msT | rst_sync =
GRST_b_n_i > “| sYNC EI
,| core LEG | |8
_EP
e
UI m
2 5
g E
8
« > + Y L
'y @ | Unit Bias (DACs Control)
SC_CORE_WR_p i SC_PHY sc_core rd ( a
Pt . SR N Z
g K =
Unit Bias (DACs Control)
A
o -
5 5
'UI E
2 [
W
:I
clk_80 o
8
GLKpi > gelk i 160MHZ] Lk
GLKni » "l MNGT
rst_sync 1 x4 IPeriphery(l
~ ] CORE_
S cfg
; TILE_EP
o CORE_LEC
5 _HS EP )
“ sc_core tile rd b <
@ PICO_TILE[ |
ST COTE Wr—

- Core management interface
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A4

:

SWGCHE

4

Unit Bias (DACs Control)

Unit Bias (DACs Control)

Unit Bias (DACs Control)

Unit Bias (DACs Control)

A

ST CHE

A

—
mITcH_E

Periphery(w
cfg

GORE_
TILE_EP
Y
sc_core_tile_rd Y
PICO_TILE
sC_core_wr i

IPeriphery(—‘
CORE
cfg | TILE_EP

sc_core_tile_rd
PICO_TILE
- —

Left EndCap (LEC)

Repeated Sensor Unit (RSU)

SC_core_wr
“|PICO_TILE
Sc_core_tile_

SBB




Control Interface

« Services Management Interface:

Reset management

Analog monitoring

Tile power switches and reset control
|/O configuration

Stitched backbone configuration

« Core Management Interface:

%

Readout control and configuration
Pixel matrix and bias configuration
High-speed channel operation

Tile and LEC logic control

OAK RIDGE

National Laboratory

Interfface | Endpoint Flavor # Instances | Broadcast | Description

Services | Services LEC 1 No SBB and HSCH bandgap config
Service Node 48 Yes Tile reset, monitoring, power switch config
Monitoring ADC 1 No Analog monitoring ADC control

Core Core LEC 1 No LEC routing config
Tile 144 Yes Tile readout and matrix config
High-Speed Channel |8 Yes High-speed channel configuration




MOSAIX Slow Controls

SC_SRV_RD 2,
‘{ > w Fleld Name m
\2 SC_SRV_WR
<

Fixed 4bit (4'hA) value that indicates a start of fransaction

SC_CORE_RD 2/
e

B RW 2 2bit field to indicate transaction type: b00 — WRITE_posted transaction, b01 — WRITE_non-posted
,‘1.2 5C_CORE_WR transaction, b10/b11 - READ fransaction
' (® EP_ADDR 8 Endpoint Address
MOSAIX
LpGBT D REG_ADDR 8 Register Address
."-2 GCLK E REG_DATA 16 Register write or read data
\ 320 or 160 MHZ (TED)
< \\2 GRST F PARITY 1 Transaction parity bit (bit-wise xor of RW, EP_ADDR, REG_ADDR and REG_DATA fields
*\2 SYNC G STOP 1 Stop bit: 1'b0: Fixed 1bit (1'b0) value that indicates end of transaction
A
\2 RESERVE
\ {T80)
Transactionfype | Direction | HDR | RW | ADDR DATA PARITY stop
WRITE_posted Input to the ASIC 4'b1010 2’00 Any valid register address Data to write to the xor(HDR, 1'b0
register RW,ADDR,DATA)
. WRITE_non-posted Input to the ASIC 4’1010 2'b01 Any valid register address Data fo write fo the xor(HDR, 1'b0
Slow Controls Physical Layer: register RW,ADDR DATA)
. . WRITE-response Output of the 4'p1010 2'b01 Register address as specified in the Value of the register xor(HDR, 1'b0
- CERN Low Power Slg nollng (C LPS) ASIC corresponding WRITE_non-posted RW,ADDR,DATA)
- MSB first transaction
- Manchester encoded READ Inputfo the ASIC~ 4'b1010  2'b10  Any valid register address 16'd0 (or 8'd0) xor(HDR, 1'b0
- 5 Mbps bit speed, 10Mbaud physical RW.ADDR,DATA)
READ-response Output of the 4'pb1010  2'b10 Register address as specified in the Value of the register xor(HDR, 1'n0
ASIC corresponding READ transaction RW,ADDR,DATA)
¥ OAK RIDGE
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Ancillary ASIC

%

The Ancillary ASIC is designed to enable lightweight power distribution
and signal transmission to the SVT for the OB, EE, HE

Being developedin a 110 nm SOI technology
* Shunt =-LDO (SLDO) regulators for serial powering

* Negative Voltage Generator (NVG) do deplete the sensor
+ Slow Control (SC) interface between EIC-LAS and IpGBT

AncBrain block diagram
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EIC AncBrain Block Diagram

Ik_SCLM GCLK i
=L + Clock Driver/ gt: s H
SC_in 2 Buffer 9 i
— o _ ] Broadcast
2 - SCin_i 5 = g Signal GRESET GRST b p i)
Transceiver ~ I 8
cu 3 = _| Generator SYNC GRST b n
o = ol S -
gg ) L. 8|S Clock Divider clk_5M | SYNC p_j)
Fa = module_addr[2:0] @ (+n) ! SYNC_n_i}
Serial -'g aa P
to 2 Header Parser — address_match ::[-;’l'f': mux_sel_LAS Manchester
o
c"“a"e' AncASIC_ID[2:0] rst_n _RECEIVE —— | Encoder | 2
onverter : —
)ayload[SQ:D]J ;l (hardwired) payload[39:0] = default value (0} E . ;I »
data_type[1:0 ADDRESS_CHECK Data ! arallel to . :
= . LAS Serial
CL_in 2 data_type[1:0]| DECODE DATA Mux E serial  |1AS b data | Transmitter >
i CL_in_i - - = 'a Converter i
%] Transceiver [ Command |LAS poyioml{230] error_IpGBT | [ oROCESS_LAS/ o a 2 2
w —
=L Decoder ctrl_internal error LAS " & i) £ SC_SRV_WR_p_|
i error LAS INTERNAL/ 2 " .
52 error_internal BROADCAST '; o &
= o > . " ; n "
Register File | enable _signals SEND_RESPONSE - 5
Clock Recovery / i SCIM 1 = d — % o -:I
Synchronization _— ERROR I k=1 =
rror active \.—/—l 2 Clock Domain | timeout_flag | LAS Response
Centralized = = ] e Crossn:lg /. Timeout
error_lpG “ Synchronization Counter
Error Handler m FSM_reset_5M SC_SRV_RD_p_i
Parall.el to error_internal error_flag_LAS SC_SRV_RD_n_i
Serial . | mux_sel_IpGBT
Comverter | & ' SCL MHz P8’ 'SC_CORE_RD. i
s 5 MHz g _CORE_RD_n_|
| k. m
- E [r::ta e:;gr_respnnse[{ﬁ?.ﬂ]tt ; - Serial I SC_CORE_RD_p_i
= = ux respgnse_formatte = : @
3 ] | LAs_respgnse | LAS Data rx_data_las [39:0] iy to . LAS Serial <
HI 5 [_Buffer | I — g ‘_,5.,' Parallel |LAS_rx_data_i| Receiver
(I 2 Convert
SC_out 2 5 e 9 o, 2 L-onverter
+ - ML = NBVG = Temp Temp Ten;perature Alternative Watchdog o 3'
T ) 5 Threshold ensor | Power supply [ Timer e § Ti| | Manchester| -2
= ransceiver 3, 2 Over- T Critical 1.2v watchdog im ]
E g SLDO (x4) B 3 Temperature (hardwired) ~ SUPPly flag %I Decoder | ¢
i c S Flag =
) - e System Clock (SCLM=160MHz or 320MHz??)
IpGBT Interface Data Processing i 55'-"’ ’;“’dmf: and Slow Control Clock (5MHz) LAS Interface
and Control Unit :». uppo e Error Signals
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ANcBrain Format

Field Name Width Description
(blts)

Start of Frame Predefined bit pattern to signal the beginning of a transaction (b0T)

Module Address 4 Identifies the target ANC module within the daisy chain(0-7)

Data Type 2 00: Internal, 01: LAS Service Management, 10: LAS Core Management, 11: Reserved
40-bit Data Frame 40 Details in separate table. LAS or Internal

Frame Checksum (CRC) 16 CRC-16 for error correction

End of Frame 2 Predefined bit pattern to signal the end of a tfransaction (b01)

LAS Service or Core Data Format as in previous slide.
Internal:

4 Fixed value (4'hA) indicating start of fransaction

R/W 2 Transaction type: Write or Read
Register Address 8 Register address within the target sub-module
Control/Data 4 Sub-module control data or internal signaling
Parity 1 Transaction parity bit
Stop 1 Internal signaling (or reserved)
Unused 20 Reserved for future use
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o Global reset Start manchester
Power on services ggSUBpp;ff aon 3, —» asserted —> GIS V2D _rar||1pe:1 up Enablle {Obal ignal on SC SRV| . S le:e; i
setto (GRSTB=1'b0) o nominal value cloc and SC CORE asserte
|
¥
2 5 De-assert reset Set and check Configure all RSU
B""lg i A“E"la'_' '"L“Erga' | » forlogicin |*LEC SRV GSVDD| —»  service node
siow contro resetsin GSVDD domain configuration endpoints registers
!
GDVDD ramped GAVDD ramped
Power up global up to nominal  —» up to nominal
| value value
v Enable " (Optional) Write and
Bring up CORE slow De-assert reset Kegp PR CI?Ck SC_CORE LEC, o thal_ check that all values
—» disabled (until |3 > SC_COREis
control for LEC core ep they are used) Tile and HS- T of Core LEC EP are
Y channel readback set as expected
Y. (" (Optional) Write and )
Bring up of HSCH Disable HS- De-assert HS- that all values of
slow control (only for channel clock
enabled HSCH) atin channel reset Core LEC HSCH EP
] gating _are set as expected )
¥
TXVDD ramped
Fower on TX up to nominal
value
(Optional) .
High-Speed link TR ST Monitor LDO Toggle GWT-ps! | | Poll on GTW-PSI
- enable GWT-PSI [—» == —» control FSM: wait
initialization LDOs through Analog initiate startup for
I \___Monitoring e
L2
Bring SBB to Data Configure LEC SBB buffer
Transfer READY SBB initialization
Y (Optional) (Optional) Write and
_ . [Set TILE-OFF andl_y, | 3| Monitor local De-assert external | | De-assert internal check that all values of
Tile initialization left floating Set TILE-ON voltages through tile reset tile reset Core Tile EP are set as
nalog Monitorin expected

|:’| Power/backend system |

|:|| Services |
[ —T—
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Demonstrate Procedure times (Jupyter)
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Calibration Procedure Estimates from Jupyter Notebook (1)

Configuration: The configuration fransactions will be different for each RSU/tile/etc, no broadcast can be used to speed up the process, i.e. each tile is
configured sequentially:

Posted: Bandwidth (MHz) Transaction (s) Pixel(s) Tile(s) Segment (s)
0 5 0.000008 0.000041 0.028052 4.039476
Non - Posted: Bandwidth (MHz) Resync stages Mean Transaction (s) Mean Pixel (s) Mean Tile (s) Segment (s)
0 5 24 0.000021 0.000104 0.072381 9.554276
1 5 12 0.000018 0.000092 0.064069 8.457134
2 5 6 0.000017 0.000086 0.059536 7.858693
3 5 4 0.000017 0.000084 0.058024 7.659213
4 5 2 0.000016 0.000082 0.056513 7459733
5 5 0 0.000016 0.000080 0.055758 7.359993
Configuration Scrubbing: To ensure that all pixels keep their configuration during a run, the configuration must be updated with regular intervals.
POSted: Bandwidth (MHz) Transaction (s) Pixel (s)  Tile (s) Scrub cycle segment (s) Scrub cycle segment weighted (s)
0 5 0.000008 0.000041 2.805192 403.947648 807.895296
Non-Posted: Bandwidth (MHz) Resyncstages Transaction (s) Pixel (s) Tile(s) Scrub cycle segment (s) Scrub cycle segment weighted (s)
0 5 24 0.000021 0.000104 7.238088 955427616 1910.855232
1 5 12 0.000018 0.000092 6.406920 845713440 1691.426880
2 5 b 0.000017 0.000086 5.953556 785.869344 1571.738688
3 5 4 0.000017 0.000084 5.802434 765921312 1531.842624
4 5 2 0.000016 0.000082 5.651313 745973280 1491.946560
5 5 0 0.000016 0.000080 5.575752 735.999264 1471.998528
Moniioring: Bandwidth (MHz) Resyncstages Monitoring cycle segment (s) Monitoring cycle segment weighted (s)
0 5 24 0.26928 0.53856
1 5 12 0.25056 050112
2 5 ) 0.24048 0.48096
3 5 4 0.23712 047424
4 5 2 023376 046752
5 5 0 0.23184 0.46368
¥ OAK RIDGE
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Calibration Procedure Estimates from Jupyter Notebook (2)

Calibration: An example calibration run where the impact of a DAC setting is tested on all pixels of the sensor. A number of pulses are injected for each
setting and data is read out. The calculation shows the time required to urn both assuming full parallel control of all tiles of a segment, and in the case of
sequential control of all files of a segment.

Parallel calibration procedure estimates (s):
SC Bandwidth (MHz) Power (s) Config (s) Integration (s) Readout chip (s) Readout RU (s) Total (s)
0 5 0.5011 64 568 92 424 1149
Sequential calibration procedure estimates (s):

SC Bandwidth (MHz) Power (s) Config (s) Integration (s) Readoutchip (s) ReadoutRU (s) Total (s)
0 5 72.16 9212 81838 13258 424 104804
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