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Outline

e FLX-155A: Revision of FLX-155
e Test Results of FLX-155A
e Summary
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Main Features of FLX-155

e AMD Versal Premium FPGA: XCVP1552-2MSEVSVA3340 MBI
e PCle Gen4 x16 / PCle Gen5 2x8

signals
switch

clock, WR
clock, LED,

FireFly control
FPGA 12C bus

S15345 control,

Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank | Bank
. . . 700 701 702 703 704 705 706 707 708 709 710 711 712
e 56 FireFly optical links
XPIO XPIO XPIO XPIO
* Triplet 1 Triplet 2 Triplet 3 Triplet 4 XPIO
= 48 GTYP:4*12 Y12 FF; 4 GTYP:BO4 FF, 4 GTM:BO4 FF — _
. ) ) . Micro SD/UART BANKSO1 |= EAlNK 200 FlreTFgF:xZ.Ch
= Compatible with various options GbE BaNK 502 | © aTY ECUO-Y12
JTAG BANK 503 BANK 201 up to 25Gbps
= Default configuration for ATLAS A o
i GTY GTM
m 48 datalinks up to 25 Gb/s o s |6 o —
a4 links for LTI Gen5x16 ary |2 Xilinx GTM iy
BANK 104 BANK 204 ECUO-B04-25
== Versal FPGA — tor 100 GbE
= 4 links up to 25 Gb/s for data or 100GbE BANK 105 XCVP1552 BANK 205
GTY GTM
° Electrlcal IOS BANK 106 -VSVA3340 BANK 206
GTY
e 1 DDR4 Mini-UDIMM e
FireFly 4ch BANK 208 ECUO-Y12
* USB-CJTAG/UART/I2C s
for LTI GTY GTY
¢ SD3 O/ QSPI FireFly 12-ch BANK 11O BANK 210 FireFly 12-ch
Tx/Rx GTY GTY Tx/Rx
ECUO-Y12 BANK 111 BANK 211 ECUO-Y12
4 G b E up to 25Gbps GTY GTY up to 25Gbps
BANK 112 BANK 212
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FLX-155 Revision

e Board revision

Board size: board length reduced by ~¥11.5mm, to
fit some candidate servers

Stack-up: increased from 24 layers to 28 layers for
routing and large current power rails

Power modules: to use modules with PMBUS for
monitoring and protection, and small packages to
reduce the board length

DDRA4 signals routing optimized
GTYP/GTM signals routing optimized

e Status update

PCB received on Oct. 21

First assembled board delivered on Nov. 18

" National Laboratory
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Picture of assembled FLX-155A

300.56mm x 111.15mm



Board Bring-Up

K

2 LTM4681 and 1 LTM4673 with PMBus are used for intelligent management
and high integration to save space

ADM1266 PDIO pins are used to control the enable signals on power modules.
Those pins default to a 20 kQ pull-down resistor at power-up. Thus, there’s no
pull-down resistor on enable signal on FLX-155A

The internal pull-down works for all power modules we used except LTM4673.
Outputs of LTM4673 will be on during power-up, before ADM1266 sequence
gets started

Change LTM4673 configuration to use ‘control is active low’, and change
ADM1266 to set associated PDIOs ‘enable as low’ as well

Pull-down resistors will be added to enable signals on final minor revision
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FLX155 System Monitor
sysmon@f1270000

e FPGA can be programmed in multiple =~
ways

Input Value (deg C) [Min, Max] (deg C) Description Status
max max 311 [0.0, 50.0] FPGA diode temperature (latched max) oK

= JTAG from USB-C connector on the front panel o
min_min 25.2 [NAN, NAN] OK

temp 292 [0.0, 50.0] FPGA diode temperature OK
= QSPI

Voltage monitor

Input Value (V) [Min, Max] (V) Description Status
= S D Ca rd gtm_avecc 202 0919 [nan, nan] oK

gtm_avecc 203 0918 [nan, nan] oK

. gtm _avec 204 0919 [nan, nan] ] OK

e Petalinux could boot and run properly T -
gtm avec 206 0.920 [nan, nan] il oK

o gtm avecaux 202 1501 [nan, nan] ) oK

e BIST (not full functions) can also run S N g
gtm _avecaux 204 1503 [nan, nan] ] oK

gtm avccaux 205 1501 [nan, nan] ] oK

correctly ——— -

gtm avtt 202 1.200 [nan, nan] ] oK

gtm avtt 203 1.199 [nan, nan] ] oK

gtm avtt 204 1.200 [nan, nan] 1 oK

gtm_avtt 205 1.199 [nan, nan] ] oK

gtm_avtt 206 1.199 [nan, nan] ] oK
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DDRA4

e DDR4 layout optimized
e Passed DDRMC calibration test and used for PetaLinux
e The complex width of the data window (margin) is normal

Hardware DDRMC - DDRMC 1
Q = @ » Status Margins Analysis

Stan
Name atus it | i B T Chart (F Laft Aligne Chart (Freq 0) - Center Aligned

lhast ted

W @ xiliox_teh/Xiling/FLX155A Open DDRMC_t Pla QR Complox Pattern v
@ arm_dop 0 /A
@ xewp1552.1 rogrammed
Sys
DDRMC_1 (DDRY} (x0y0) @ PASS -
DDRMC.2 DISABLED No errors detected during calibra
DDRN DISARIFD i
RMC_4 DISABLED
Byte
Byte 1
Brte2
Byte3
DDRMC Core Properties
DDRMC 1 ™
Callbration Byted
i BRMC 1
e . Stage Status

DDRMC status:  PASS STAGE.01_FO_PHY_BISC ss

ByjteS

Message: No errors detected during calibration. 12_FO_MENLINIT

AL SIAGEO3 FU DOS GAIE CAL Pass

RITELFVELING Pass

0_RCAD DQ CAL Byte 6

Byte 7

Byte 8
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IBERT — GTYP for 48-ch Data

L] L]
[ ) I e Ste d W I tI’ | 2 5 G F I re F | I ' l O d l l I e S Unk4  IBERT_1.Quad_106.CH_0.TX IBERT_1.Quad_106.CH 0.RX 24.994 Gbps  1.123E15 OEO  8.901E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr UserDwic User vs
1.123€E15 0EO0 Reset

UnkS  IBERT_1.Quad_106.CH_1.TX IBERT_1.Quad_106.CH_1.RX 24.998 Gbps 8.901E-16 PRBS31 v PRBS31 v UserDe'wr User D vic User vs

Unk 6  IBERT_1.Quad_106.CH_2.TX IBERT_1.Quad_106.CH_2.RX 24.994 Gbps ~ 1.123E15 OEO  8.901E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr User D vic User vs

Unk 7 IBERT_1.Quad_106.CH_3.TX IBERT_1.Quad_106.CH_3.RX 24.998 Gbps  1.123E15 OE0  8.901E-16 Reset PRBS31 + PRBS31 v UserDe'wr User Dwvi¢ User vs

| | 2 5 G b S n O e r ro r Wa S 0 bS e rve d Link 12  IBERT_1.Quad_110,CH_O.TX IBERT_1.Quad_110.CH_0.RX 24.994 Gbps  1.123E15 OEO  B.902E-16 [ Reset | PRBS31 ~ PRBS31 v UserDevr User D vic User vs
p V4 unk 13 IBERT_1.Quad_110.CH_1L.TX IBERT 1.Quad_110.CH 1.RX 24.994 Gbps  1.123E15 O0E0 8.903E-16 | Reset | PRBS31 v PRBS31 v UserDe:wr User Dvi¢ User vs

. Link 14 IBERT_1.Quad_110.CH_2.TX IBERT_1.Quad_110.CH_2.RX 24.998 Gbps ~ 1.123E15 OEO  8.903E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr User D vic User vs

d u rl n t h e te St B E R < 1 O A - 1 5 unk 15 IBERT_1.Quad_110,CH_3.TX IBERT_1.Quad_110.CH_3.RX 24.998 Gbps 123E15 OEO  8.903E-16 [ Reset | PRBS31 v PRBS3l v UserDevr User Dvi¢ User vs

g V4 Link 16 IBERT_1.Quad_111.CH_0.TX IBERT_1.Quad_111.CH_0.RX 24.994 Gbps 123E15 OEO  8.903E-16 [ Reset PRBS31 + PRBS31 v UserDe'wr User D vic User vs

Unk 17 IBERT_1.Quad_111.CH_1.TX IBERT_1.Quad_111.CH_1.RX 24.994 Gbps 123615 OE0  8.903E-16 [ Reset | PRBS31 v PRBS3l v UserDervr User D wvi¢ User vs

Lnk 18  IBERT_1.Quad_111,CH_2.TX IBERT_1.Quad_111.CH_2.RX 24.998 Gbps 123615 OEO  8.903E-16 Reset PRBS31 v PRBS31 v UserDeiwr User D vic User vs

| | 1 OG b S n O e r ro r Wa S 0 bS e rve d Unk 19 |BERT 1.Quad_111.CH_3.TX IBERT_1.Quad_111.CH_3.RX 24.994 Gbps 123E15 OEO0  8.903E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr User Dvi¢ User vs
p 4 Link 20  IBERT_1.Quad_112.CH_0.TX IBERT_1.Quad_112.CH_0.RX 24.994 Gbps 123E15 OE0  8.904E-16 Reset PRBS31 + PRBS31 v UserDe:wr User D vic User vs

. Unk 21  IBERT_1.Quad_112.CH_1.TXIBERT_1.Quad_112.CH_1.RX 24.994 Gbps 123E15 OEO  8.904E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr User D vi¢ User vs

d u r‘l n t h e te St B E R < 1 O A - 1 5 unk 22 IBERT_1.Quad_112.CH_2.TX IBERT_1.Quad_112.CH_2.RX 24.994 Gbps 123E15 OE0  8.904E-16 Reset PRBS31 v PRBS31 v UserDe:vr User Dvig User vs

g ? Lnk 23 |IBERT_1.Quad_112.CH_3.TX IBERT_1.Quad_112.CH_3.RX 24.998 Gbps 123615 OE0  8.904E-16 [ Reset | PRBS31 v PRBS3l v UserDerwr User D vic User vs

Link 24 IBERT_1.Quad_200.CH_0.TX IBERT_1.Quad_200.CH_0.RX 24.994 Gbps 123E15 OE0  8.904E-16 Reset PRBS31 v PRBS31 v UserDe'vr User Dvic User vs

Lnk 25 |BERT_1.Quad_200.CH_1.TX IBERT_1.Quad_200.CH_1.RX 24.998 Gbps PRBS 31 v UserDe:vr User D vi¢c User vs
unk 26 IBERT_1.Quad_200.CH_2.TX IBERT_1.Quad_200.CH_2.RX 24.994 Gbps

Link 27  IBERT_1.Quad_200.CH_3.TX IBERT_1.Quad_200.CH_3.RX 24.994 Gbps

123E15 OEO0  8.904E-16 [ Reset | PRBS31
123E15 0EO  8.905E-16 [ Reset PRBS31 v PRBS3l v UserDe:vr UserDwvic User vs
123E15 OEO0  8.905E-16 [ Reset | PRBS31 v PRBS3l v UserDe:vr User D vic User vs
v
v

O L O R I TR R

- Q| a|e 0 |ContouerH~:dw v unk 28 IBERT_1.Quad_201.CH_0.TX IBERT_1.Quad_201.CH_0.RX 24.994 Gbps 123E15 OEO  8.905E-16 [ Reset PRBS 31 PRBS 31 v UserDe:vr User Dvi¢ User vs
Link 29 IBERT_1.Quad_201,CH_1.TX IBERT_1.Quad_201.CH_1.RX 24.998 Gbps 123615 OE0  8.905E-16 [ Reset | PRBS31 PRBS 31 v UserDe:vr User D vic User vs

Unit Interval Unk 30 IBERT_1.Quad_201.CH_2.TX IBERT_1.Quad_201.CH_2.RX 24.998 Gbps 123E15 OEO  B.906E-16 [ Reset | PRBS31 v PRBS3l v UserDe:wvr User Dwi¢ User vs

Link 31 IBERT_1.Quad_201,CH_3.TX IBERT_1.Quad_201.CH_3.RX 24.994 Gbps 123615 OEO0  8.906E-16 [ Reset PRBS31 + PRBS31 v UserDewr User D vic User vs

unk 32 IBERT_1.Quad_207.CH_0.TX IBERT_1.Quad_207.CH_0.RX 24.994 Gbps 123E15 OEO  8.906E-16 [ Reset | PRBS31 v PRBS3l v UserDevr User D vi¢ User vs

Link 33 IBERT_1.Quad_207.CH_1.TX IBERT_1.Quad_207.CH_1.RX 24.998 Gbps 123E15 OEO  B8.906E-16 [ Reset PRBS31 + PRBS31 v UserDe:wr User Dvic User vs

Unk 34 |BERT_1.Quad_207.CH_2.TX IBERT_1.Quad_207.CH_2.RX 24.994 Gbps 123615 OEO  8.906E-16 | Reset | PRBS31 + PRBS3l v UserDewr User Dvi¢ User vs

E Link 35 IBERT_1.Quad_207.CH_3.TX IBERT_1.Quad_207.CH_3.RX 24.994 Gbps 123615 OE0  8.906E-16 Reset PRBS31 v PRBS31 v UserDeivr User D vic User vs
3 Unk 36 IBERT_1.Quad_208.CH_0.TX IBERT_1.Quad_208.CH_0.RX 24.994 Gbps 123E15 0EO  8.906E-16 [ Reset | PRBS31 v PRBS3l v UserDeivr User D vic User vs
g Link 37 IBERT_1.Quad_208.CH_1.TX IBERT_1.Quad_208.CH_1.RX 24.998 Gbps 123615 OEO0  8.907E-16 Reset PRBS31 v PRBS31 v UserDeivr User D vic User vs
5 Unk 38 IBERT_1.Quad_208.CH_2.TX IBERT_1,Quad_208.CH_2.RX 24.994 Gbps  1.123E15 OEO  8.907E-16 [ Reset | PRBS31 ~ PRBS31 v UserDe:vr User D vi¢ User vs
2 Unk 39 IBERT_1.Quad_208.CH_3.TX IBERT_1.Quad_208.CH_3.RX 24.998 Gbps  1.123E15 O0E0  8.907E-16 Reset PRBS31 v PRBS31 v UserDe'wr User D vic User vs
3 Link 40  IBERT_1.Quad_209,CH_0.TX IBERT_1,Quad_209.CH_0.RX 24.998 Gbps  1.123E15 OEO  8.907E-16 [ Reset | PRBS31 + PRBS31 v UserDevr User Dwvic User vs
unk 41 IBERT_1.Quad_209.CH_1.TX IBERT_1.Quad_209.CH_1.RX 24.994 Gbps  1.123E15 O0E0O  8.907E-16 Reset PRBS31 v PRBS3l v UserDe:vr UserDwi¢ User vs

Link 42  IBERT 1.Quad_209.CH_2.TX IBERT_1.Quad_209.CH_2.RX 24.998 Gbps  1.123E15 OEO0  8.908E-16 [ Reset | PRBS31 ~ PRBS31 v UserDevr User D vic User vs

unk 43 IBERT_1.Quad_209.CH_3.TX IBERT_1,Quad_209.CH_3.RX 24.998 Gbps  1.123E15 O0E0  8.908E-16 [ Reset | PRBS31 ~ PRBS31 v UserDe'vr User D vi¢ User vs

Summary Metiics Settings Link 44 |BERT_1.Quad_210.CH_0.TX IBERT_1.Quad_210.CH_0.RX 24.994 Gbps  1.123F15 OE0  8.908E-16 | et | PRBS31 + PRBS3l v UserDe:vr User Dvic User vs
unk 45 IBERT_1.Quad_210.CH_1.TX IBERT_1.Quad_210.CH_1.RX 24.994 Gbps ~ 1.123E15 O0E0  B.908E-16 | Reset | PRBS31 + PRBS31 v UserDevr User D vi¢ User vs

Name: SCAN_O Open area: 5504 Link settings: N/A Link 46  IBERT_1.Quad_210.CH_2.TX IBERT_1.Quad_210.CH_2.RX 24.998 Gbps  1.123E15 0EO 8.909E-16 Reset PRBS31 + PRBS3l v UserDe:vr User Dvic User vs
unk 47 IBERT_1.Quad_210.CH_3.TX IBERT_1.Quad_210.CH_3.RX 24.998 Gbps  1.122E15 O0E0  8.909E-16 | Reset | PRBS31 + PRBS31 v UserDewr UserDwvi¢ User vs

Description:; :Scan0 Open'Uif:. 66.67 Horizontal increment: - 8 Link 48  IBERT_1.Quad_211.CH_O.TX IBERT_1.Quad_211.CH_O.RX 24.994 Gbps  1.122F15 OE0  8.909E-16 [ Reset PRBS31 v PRBS3l v UserDe:vr UserDvic User vs
Started: 2025-12-09 09:42:32.744631 Horizontal range: 0,500 Ul to 0.500 Ul Unk 49 |BERT_1.Quad_211.CH_1.TX IBERT_1.Quad_211.CH_1.RX 24.994 Gbps  1.122E15 OE0  8.909E-16 [ Reset | PRBS31 ~ PRBS3l v UserDe:vr User D vi¢ User vs
Link 50 IBERT_1.Quad_211.CH_2.TX IBERT_1.Quad_211.CH_2.RX 24.994 Gbps  1.122E15 OEO  8.909E-16 Reset PRBS31 + PRBS31 v UserDe'wr User D vic User vs

Ended: 2025-12:09 09:42:32.938082 Vertical increment: 8 Unk 51 IBERT_1.Quad_211.CH_3.TX IBERT_1.Quad_211.CH_3.AX 24.998 Gbps  1.122E15 OE0  8.909E-16 [ Reset | PRBS31 + PRBS31 v UserDewr User Dwvic User vs
Vertcalrange: 0 Lnk 52 IBERT_1.Quad_212.CH_0.TX IBERT_1.Quad_212.CH_0.RX 24.994 Gbps  1.122E15  OEQ 8.91E-16 Reset PRBS31 + PRBS31 v UserDe'wr User D vic User vs

Lnk 53 |BERT_1.Quad_212.CH_1.TX IBERT_1.Quad_212.CH_1.RX 24.994 Gbps  1.122E15  OEO 8.91E-16 [ Reset | PRBS31 + PRBS31 v UserDe'wr User Dwvic User vs

Lnk 54 IBERT_1.Quad_212.CH_2.7X IBERT_1.Quad_212.CH_2.RX 24.994 Gbps  1.122E15  OEQ 8.91E-16 Reset PRBS31 + PRBS31 v UserDe'wvr UserDwvi¢ User vs

Unk 55 IBERT_1.Quad_212.CH_3.TX IBERT_1.Quad_212.CH_3.RX 24.994 Gbps  1.122E15  OEO 8.91E-16 [ Reset | PRBS31 + PRBS31 v UserDe:wr User D wvic User vs

Scan @ 25Gbps
¢ Brookhaven P IBERT @ 25Gbps
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GTYP

IBERT — GTYP for LTI
FPGA clocks
—_ or i
Optical BO4 NB7vQ14M CLK 1O 2:1 Si5395
Inputs FireFl 1:4 Fanout
ey CLK 10 I
e Either recovered clock from TTC link, or clock from optical
link directly
= Recovered clock from TTC link Block diagram of TTC link scheme
" Connected to GTYP to get recovered clock as system clock ey Eviom ot and oo e ol sines [ Tren in
" 4TTC links on one B04 i Esesmsmeasuecon e et o D en |

e QOptional optical clock

" To use the optical clock as system clock directly, clock buffer
NB7VQ14M is added to one RX link, to fan out the optical input
link to GTYP and FPGA clock input

= NB7VQ14M supports up to 14Gb/s
e |BERT

"  For the links connected to GTYP directly
o No error was observed during both 25Gb/s and 10Gb/s test

=  For the link connected to NB7VQ14M
o 10Gb/s: BER ~10”7-15, no error was observed during test

o Bypass NB7VQ14M with jumper resistors, no error was observed

during test, BER ~107-15
L? Brookhaven

National Laboratory
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IBERT with NB7VQ14M @10Gbps

Ungrouped Lir
Link Group 0 PRBS31 v PRBS3l v Iser

User Des Usel Usew)
Link 0 IBERT_1.Quad_109.CH_0.TX IBERT_1.Quad_109.CH_0.RX 24.998 Gbps 1.879E15 0EO 5.323E-16 | PRBS31 v PRBS31 v UserDesv User vs Usewv)
Link 1 IBERT_1 H_1.RX 24.998 Gbps 1.879E15 0EO 5.323E-16 | PRBS31 v PRBS31 v UserDesv u vs Usewv)
Link 2 IBERT_1 H_2.RX 24,994 Gbps 1.879E15 0EO 5.323E16 ] PREBS31 v PRBS3l v UserDes Usel Use v
Link 3 IBERT 1 H_3.RX 24.994 Gbps 1.879E15 0EO 5.323E16 ] PRBS31 v PRBS3l v UserDesv User vs Usew)

IBERT @25Gb/s bypass NB7VQ14M 9



IBERT - GTM

e 4GTM

channels

= 4 GTM channels with FireFly BO4 module have been tested with 25Gb/s
= No error was observed during test, BER < 10*-15

Serial /O Links

Q = & +
Name X RX Status
Link Group C
unk 0 IBERT_0.Quad_204.CH_0.TX IBERT_0.Quad_204.CH_0.RX 24.996 Gbps
LUnk1l  IBERT_0.Quad_204.CH_1.TX IBERT_0.Quad_204.CH_1.RX 24.984 Gbps
Unk 2  IBERT_0.Quad_204.CH_2.TX IBERT_0.Quad_204.CH_2.RX 24.984 Gbps
Unk3  IBERT_0.Quad_204.CH_3.TX IBERT_0.Quad_204.CH_3.RX 24.984 Gbps

National Laboratory
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Bits

1.124E15
1.124E15
1.124E15
1.124E15

Err...

0EO
0EO
0EO
OEO

BER

8.896E-16
8.B96E-16
8.896E-16
8.B96E-16

BERT Reset

" Reset

| Reset |

. Reset
Reset

TX Pattern
PRBS 31
PRBS 31
PRBS 31
PRBS 31
PRBS 31

RX Pattern

PRBS 31
PRBS 31
PRBS 31
PRBS 31
PRBS 31

v

v

v

v

TX Pre-C... TX.. TXPost., TXDiff..

User De:vwr Mi g User Dwic User
User De:wr Uswv'| UserDwvic
User De:vr Usv'| User Dwvic
UserDe:vr Uswv'| UserDwvic

User De:vr Uswv'| UserDwvic

<
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[felix@130-199-21-187 bin]$ ./fdagm -C 2 -t 10
Consume FLX-device data while checking the data (blockheader and trailers)
Also counts chunk CRC

Opened FLX-device 0, FLX155-GBT-2x24CH-241016-1747-GIT:rm-5.2/101, trailer=32bit ChunkHeaders, buffer=1024MB, DMA=0
Opened FLX-device 1, FLX155-GBT-2x24CH-241016-1747-GIT:rm-5.2/101, trailer=32bit ChunkHeaders, buffer=1024MB, DMA=0
**START#**

** using DMA #0 polling
Secs | d-D | Recvd[MB/s] | File[MB/s] | Total[(M)B] | Rec[(M)B] | Buf[%] | Wraps
| |

e Tested PCle Gen5 2 x8 endpoints,

bifurcated
e 512-byte TLP size " s G !
e Theoretical payload bandwidth: 240.94 onrom e

Gb/s for each endpoint f LS | esond o, 50D
e 2 Wupper endpoints, 2*27.457 GB/s s e s o0 testane

164880.8

(2*¥219.7 Gb/s), 91.2% theoretical e T e
maximum speed

221245.0
he: =

219979.5
- r=214641266

v B
2830
) Block

-> Data checked @Dev-DMA=0-0: Blocks 269796552, Errors: header=270149523 trailer=0
First block with ¢ , index 0, chunk data:
BLOCK ###IN ID HEADER (FF FF FF FF) © bytes payload

-> Data checked @ev-DMA=1-0: Blocks 268704255, Errors: header=268704255 trailer=0
First block with , index 0, chunk data:
BLOCK ###INVALID HEADER (FF FF FF FF) 0 bytes payload

'\? Brookhaven
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Mechanical Update

e The board length reduced by ~11.5mm
e A 1x6 snap-in MTP adapter without ear is used

e Two changes make it to be easily installed into
the server and plug the power cable into the
power connector

1x6 MTP adapter
w/ flange
86.6x9.8 mm

1x6 MTP adapter
w/o flange
k:.\ Brookhaven 77.7x9.75 mm

National Laboratory
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FELIX Schedule

e January 2026, 4 more FLX-155A cards are being assembled
e Spring 2026, ATLAS FDR

e After FDR, pre-production (FLX-155B) fabrication, assembly and testing
e Fall 2026, ATLAS PRR

e After PRR, ATLAS production

e End of 2027, ATLAS production complete

I k? Brookhaven
National Laboratory
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Summary

e FLX-155A test results show all main functions work properly as expected. Power on
sequence workaround on the current board has been finalized

e 4 more boards are being assembled, 1 for ePIC is expected to be delivered in
February

e FELIX for ATLAS production is planned in this year

I k? Brookhaven
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