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From Last Week

SPNGAppIyROI
(roi app u

value tensor index = 1

SPNGDNNROIProcess
(dnnroi u)
forward = SPNGTorck
input offset = 0 SPNGTorchSorvice
input scale = 0.00025 {dnnro)
mask mreshold 05 § device = gpu
richunks | model = 3funet-12;

output oot =
output scale = 1

plane
postprocess = SPNGDNNROIPOStProcess:postprocess

reprocess = SPNGDNNROIPreProcess:preprocess

rocess
[dnnroi v]

forward = SPNGTorchService:dnnroi

offset = 0

inputscale =

output et
output_scals = ?

postprocess = SPNGDNNROIPastProcess:postprocess

preprocess = SPNGDNNROIPreProcess:preprocess

SPNGDNNROIPreProcess
[dnnroi_preprocess_ul
input_offset = 0

input_scale = 1
nchunks = 1
ntick = 6000
plane = u
tick per slice = 4

o

SPRGDNNFOICPrones
st

tick_per slice =

SPNGDNNROIPreProcess
[

input_offset =
input scale
nchunks =
nticks = 6000

tick per slice = 4

SPNGAppIyROI

Valto, fensor inder = 1

SPNGDNNROIPmceSS
dnnro

forward = SPNGTorchServ)ce dnnroi
input_offse
input scale = 0.00025
mask_threshold = 0.5
nchunks = 1
output offset = 0
output_scale = 1
plane = u

SPNGDNNROIPostProcess
[dnnroi_postprocess u]
nchunks =
ntick = 6000
output offset = 0
output scale = 1

plane =
tick per slice = 4

SPNGDNNROIPreProcess
[dnnroi_preprocess v]

nchiinks = 1
ntlck 6000
ane = v
tick )er slice = 4

o

SPNGDNNROIPrOCeSS
[dnn)

forward = SPNGTurc]mSemce dnnroi
input_offset =
input_scale = 0. 00025
mask threshold = 0.5
nchunks = 1
output_offset = 0
output_scale = 1
=v

SPNGTorchService
[dnnroi]

device = gpu

model = /nfs/data/1

| files/Pytorch-UNet/t

del-2.3/unet-123

SPNGDNNROIPostProcess
tdnnroi postprocess v]

nchunks

Aok = 5000
output _offset = 0
output_scale = 1

=v

tick_per slice = 4

Pre and Post Processing of DNN-ROI changed from Service to
Nodes



Channels

From Last Week

Tensor from pytorch/input_1_plane_0.pt
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Tensor from pytorch/input_1_plane_1.pt

200

400

600

800 1000 1200 1400
Ticks

1.0

0.8

0.6

0.4

0.2

0.0

MP?2 plot for the V plane (right) from OSP. Seems like this artifact is

really there (?)



Validating the DNNROI implementation in the SPNG

e \alidate the implementation of DNNROI by benchmarking against the
OSP (Original Signal Processing) Steps



Signal Processing Step in Rough for illustration

Waveforms

.
» MP Coincidence S, Masking and
Decon, Initial ROI Finding ROI Finding Threshold
\_ /
Y
e DNN-ROI for ROI Finding.




Signal Processing Step OSP

Waveforms Decon , Initial ROI MP Coincidence
Finding
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Signal Processing Step SPNG

Initial ROI MP Coincidence
Waveforms Decon Finding
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(DNN) ROI Finding (OSP)

DNNROIFinding
[dnnroiOu]
anode = AnodePlane:apa0
decon_charge_tag = decon_charge0
forward = TorchService:dnnroi
intags = list(3):[loose_1f0,mp2 roi0,mp3_roi0]
nchunks = 1
nticks = 6000
output_scale = 1
outtag = dnnspOu
plane = 0
tick per slice = 4

0

device = gpucpu
model = /nfs/data/1/abashyal/spng/model files/Pytorch-UNet/ts-model-2.3/unet-123-cosmic500-e50.ts

TorchService
[dnnroi]
concurrency = 1

DNNROIFinding
[dnnroiOv]
anode = AnodePlane:apa0
decon_charge _tag = decon_charge0
forward = TorchService:dnnroi
intags = list(3):[loose_1f0,mp2_roi0,mp3_roi0]
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c]
nticks = 6000
output_scale = 1
outtag = dnnspOv
lane = 1
tick per slice = 4
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plane = 2
tag_rules = list(1):[dict(2):[list(2):[,...]1]
tags = list(1):[gauss0]
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tag rule

|— AnodePlane
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| faces = list(2):[dict(3):[list(3):]
ident

nimpacts = 10
wire_schema = WireSchemaFile

-11,dict(3):[list(3):L,...11]
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Masking and

ROI Finding Threshold

e DNNROIFinding
o Preprocessing, inference
(via TorchService) and

Postprocessing)
o Masking and Threshold



(DNN) ROI Finding (SPNG)

-

Masking and

ROI Finding Threshold
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SPNGDNNROIPreProcess (dnnroi v] model = /nfs/data/1, ytorch UNet/ts-model-2.3/unet-12: Y
{dnnroi preprocess v forward = SPNG'
iny t=0 input_offset = 0
° input_scale = 0.00025 0 .
5 = ® Post-Processin
v richunks = _
plane = v output_offset = 0 SPNGDNNROIPostProcess
tick ‘per slice = 4 output scale = 1 {dnnroi_postprocoss v]
pliae =V ‘nchunks

et | [DNNROIPostProcess]

plane =
tick per slice = 4
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Pre-Processing

e Pre-Process Target Tensor [u,v], MP2 and MP3 coincidence tensors
Scaling and offsetting (User defined scale and offset factor)

Rebin Ticks [6000 ticks — user defined [1500 ticks] (Downsampling)

Shape consistency — [Batch, Channel, Time]

Stack pre-processed tensors (target, mp2,mp3)
m  Consistency in stacking

@)
(@)
@)
(@)



Processing

e Forward stacked Tensors for inference using TorchService
e Retrieve Back the post inference Tensor (Target tensor only)
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Post Processing

e Upsample [1500 ticks — 6000 ticks] post inference tensor
e Dimension consistency — 3 D tensor

e OSP
o Masking and Thresholding

e SPNG

o Marking and Threshold in another stage
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Benchmarking SPNG DNNROI against OSP

e Downsample
o OSP: Use of WireCell::Array libray library on Eigen Arrays
o SPNG: torch libraries (slicing, average-pool)

e Inference

e Upsampling
o OSP: Use of WireCell::Array libray library on Eigen Arrays
o SPNG: Use of torch libraries
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https://github.com/WireCell/wire-cell-toolkit/blob/576673524fd90d698eb46c94b4354839c3c0d125/util/src/Array.cxx
https://github.com/WireCell/wire-cell-toolkit/blob/576673524fd90d698eb46c94b4354839c3c0d125/util/src/Array.cxx

Benchmarking

Finding

Waveforms Decon, Initial ROI el { ROI Finding
\_

J

N

NS 1l (el We Want to Bench Mark This

Step
Run with OSP DNNROI
Run with SPNG DNNROI
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https://github.com/WireCell/wire-cell-toolkit/tree/dnnroi-prod/pytorch/src
https://github.com/WireCell/wire-cell-toolkit/tree/dnn-roi-edits/spng/src

Hybrid Workflow
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debug_no_ wife filter = False
decon_charge tag = decon_charge
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- elecresponse = ColdElecResponse famed)
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. pm.lgzu =
gauss lag = gaussD
isWrapped = False
n loose I tag = Ioase_If0
]
SPNGDNNROIPostProcess
FieldResponse [dnnroi_postprocess v]
o
> filename = dune-garfield-1d565 json.bz2 [ SPNGDNNROIPreProcess 0 ° [‘(
nro proprocess v gk
input_offset = %
u = FrameToTorchSet u - acats = 1 Ry o8 w4
process_planes (3) lo 1 2] ] (unnamed) 0 nchunks = 1 00 =
. T fake-signal high th = intags = list(3):{loose _1f0,mp2 roi0,mp3 roi0] ntick = 6000 foryard s SE] Nm;;’{a‘,‘l‘f:"‘,’,‘“ danrabearvice
r_fake signal high th md l'actor =1 [ plane = v SPNGTorchService
r fake signal low th = 37 preprocess all = True [dnnroi-service]
L r faka signal low th ‘5. facter = 1 tick per slice = 4 ice = cpu
r_low_peak sep threshold pre = 1200 model = /nfs/data/ ytorch-UNetts-model-2.3/unet-123 50.t5
r sep peak = 6
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save negtive charge = False -
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L use roi_refinement = True n
wiener tag = wiener0
5 [ ]
L [ ]

Upstream stages from OSP to ensure both OSP and SPNG
DNNROI get identical input
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Input Files

e Only showing the U planes
e Except for one slide, comparison shows processing done in the CPU
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Input Files

Tensor f(r)om pytorch/DNNROIFinding_input_tag_loose If0_plane_0.pt
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Overall Summary

Stage

Input File
Input Target
Input MP2

Input MP3

Downsampled
Downsampled Target
Downsampled MP2

Downsampled MP3

After Inference

Target

After Upsampling

Target

Masking
Threshold

v OSP v SPNG v

DNNROIFinding_in
DNNROIFinding_in

DNNROIFinding_in

DNNROIFinding_in

DNNROIPreF
DNNROIPreF

DNNROIPreF

DNNROIPreF

DNNROIFinding_in

DNNROIPreF

DNNROIFinding_in

DNNROIPreF

DNNROIFinding_cl

DNNROIProc

DNNROIFinding_u

DNNROIPost

NA

NA

MSE v

4.57E-11

Mean Squared Error as a metric
to quantify the difference
between the OSP and SPNG
tensors
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Difference of the input files (CPU- GPU)

I)NNROI(I;reProcess_ta rget_input.pt and pytorch/DNNROIFinding_input_tag_loc
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Mean squared error (MSE):
~0.014

Difference between the output
of Post Signal Processing in
GPU and CPU.
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OSP vs SPNG (Downsample)
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or frorr(\) hybrid/DNNROIPreProcess_target input_after downsample.pt
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OSP vs. SPNG (Post Inference)

Tensoor from pytorch/DNNROIFinding_output_concat_plane_O.plt , 'nsor frogn pytorch/DNNROIFinding_chunk_postinfer_partO_pIaneI(()).pt
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Difference Plot

NROIFinéiing_chunk_postinfer_partO_pIane_O.pt and hybrid/DNNROIProcess p
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OSP vs SPNG Upsampling

Tensor (f)rom pytorch/DNNROIFinding_upsampled_mask_plane_o.lpéTensor grom hybrid/DNNROIPostProcess_output_after_upsample.lpot
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Changing Pre and Post Processing steps to Nodes from service

TorchTensorSetCollator

output set tag = collated dnn roi u

SPNGDNNROIPreProcess

ldnnmlpr?mcess u]
input_offset =
0 input_scale = 1

unl

TorchTensorSetCollator
[collate. dnn _roi_v]
=2
output set tag = col lated_dnn roi v

=)

ntick = 6000

plane
tick _per slice = 4

SPNGDNNROIProcess
nnrol u}
forward = SPNGTorchService:dnnroi

output_offset
output scale = 1

SPNGDNNROIPreProcess
[dnnroi_preprocess v]
input_offset = 0

[a)
faces = list(2):{dict(3) ﬂlsl(

0 input_scale = 1
nchunks = 1
ntick = 6000
plane = v
tick_per slice = 4

,\nodel’l?ne

lent
pacts 10
wire. schema = WireSchemaFile

11 dict(3):[list(3):L...
o

sl[’yGDN NRO]]’D!lProce]ss
innrol tpmcess u
rfun
nllck = 5000 0
output_offset = 0
output_scal 1

plane = u
tick per slice = 4
plane = u
SPNGTorchService
S [dnnrol]
SPNGDNNROIProcess device = gpu
s sPl':“lllljll’tﬂ vl model = /nfs/data/1/abashyal/spng/model files/Pytorch-UN; del-2.3/unet123 -ts
input_ oﬂsel =0
Input_scale = 0.0002
mask_threshold
nchunks =

output_scale = 1

plane = v

SPNGDNNROIPostProcess
[dnnrot fos(process vl
0 nllck = 6000

output_offset = 0 C
output scale = 1

plane = v
tick per slice = 4

.

SPNGApplyROI
[roi_app_u]
ROl tensor_index = 0
output_set_tag = rol apphed u
value_tensor_index =

.-[o

R SPNGApplyROI
[roi_app_v]
ROI tensor_index = 0

output_set_tag = roi_applied v
value tensor_index = 1
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Input tensor comparison (spng/OSP) target Tensor

abashyal@wcgpu®:
IPreProcess_target_input.pt hybrid/DNNROIPreProcess_target_input.pt
Parameter from spng/DNNROIPreProcess_target_input.pt has shape torch.Size([1, 800, 6000]) and dtype torch.float64
Parameter from hybrid/DNNROIPreProcess_target_input.pt has shape torch.Size([1, 800, 6000]) and dtype torch.float32
Mean Squared Error between the two tensors: 82.09602838303353
Difference plot saved to ./comparison_DNNROIPreProcess_target_input.pt)_DNNROIPreProcess_target_input.pt.png
First 20 values of the first tensor:
[-282.031036 -384.61549069 -325.45189639 -128.70842339 122.32225584

323.26104144 394.27375499 312.05754028 115.30507905 -116.27476158

-298.08968777 -375.39473374 -341.9319162 -235.48779622 -113.86681631

-23.87934457 20.60210069 40.0647697 70.00898544 132.7779269
First 20 values of the second tensor: Tensor from spng/DNNROIPreProcess_target_input.pt
[-288.83716 -391.31946 -332.2404 -135.69762 115.13656 315.97§ 0

387.0088 304.89624 108.27026 -123.21338 -304.99573 -382.344

-348.9874 -242.6676 -121.12116 -31.09877 13.53353 33.19 0

63.264835 125.99377 |

First 20 values of the difference:
[6.8061222 6.70396732 6.78849057 6.98919318 7.18569731 7.2854555 300

7.26496592 7.16130005 7.03481538 6.93861733 6.90603977 6.94935196
7.05548004 7.17980632 7.2543461 7.21942557 7.06857046 6.87081141
6.74415008 6.78416015]
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Post Inference we end up with different tensors

Mean Squared Error between the two tensors: 0.00032544127316214144
Difference plot saved to ./comparison_DNNROIProcess_post_forward_tensor.pt)_DNNROIProcess_post_forward_tensor.pt.png
First 20 values of the first tensor:
[0.1673405 0.23058009 0.10084029 0.0187975 0.00861831 0.02837664
0.01102848 0.02291899 0.01905112 0.08326053 0.03201512 0.01032963

0.1302534 0.05322308 0.00793222 0.05788688 0.0517725 0.02288031

0.00573107 0.00473321]

First 20 values of the second tensor:

[0.09786492 0.12614973 0.07085852 0.0160213 0.00960159 0.01806434

0.00729345 0.00891055 0.00560344 0.02399396 0.01196703 0.00594258

0.0657875 0.03202351 0.00668285 0.03213002 0.01989424 0.00787695

0.00487487 0.00441002]

First 20 values of the difference:

[ 0.06947558 0.10443036 0.02998176 0.00277621 -0.00098327 0.0103 100
0.00373503 0.01400844 0.01344769 0.05926657 0.02004809 0.00438
0.0644659 0.02119957 0.00124937 0.02575687 0.03187826 0.01504 200
0.0008562 0.00032319]

Tensorofrom spng/DNNROIPostProcess_output_after_upsample{)to
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