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Disclaimer

This work is the sum of many efforts in and without our organization;
only the details of those directly related to this PD, and who have
reported their efforts here, are included in detail. Apologies to those
whose efforts are not mentioned.

This work is evaluatory in nature and still in development. As such,

much of the technology is not yet available outside the working
group or for wider testing.
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Monitoring:
Status & Achievements




Monitoring technology: Prometheus

Evaluated and built Prometheus instances for development and
production (Pelosi)

* Initial deployments of node exporter and other service exporters (e.g.,
PostgreSQL exporter)
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Prometheus: Targets

g Prometheus

Targets

All scrape pools ¥ All  Unhealthy  Expand All Q  Filter by endpoint or labels (T B Unhealthy | v | Healthy |

federate (1/1 up)
gpfs_test (0/0 up)

gs-opensearch (4/4 up)
linuxfarm (2079/2079 up)

loki (1/1 up)
node_exporter (16/16 up)

Scrape

Endpoint State Labels Last Scrape Duration Error
http://gs-opensearch04.sdcc.bnl.local:9 ([} instance="gs-opensearch04.sdcc.bnl.local:9100" 43.851s ago 16.75Tms
100/metrics job="node_exporter" iV

http://gs-osdashboards.sdcc.bnl.loca ([} instance="gs-osdashboards.sdcc.bnl.local:9100" 48.116s ago 18.253ms
1:9100/metrics job="node_exporter" iV

http://gs-opensearch01.sdcc.bnl.local:9 m instance="gs-opensearch01.sdcc.bnl.local:9100" 1m 50s ago 22.335ms
100/metrics job="node_exporter" [lV4

http://gs-opensearch03.sdcc.bnl.local:9 m instance="gs-opensearch03.sdcc.bnl.local:9100" Tm 15s ago 15.804ms
100/metrics job="node_exporter" IV

http://blconddb03.sdcc.bnl.gov:9100/ ({3 1m 20s ago 28.204ms
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Prometheus: PostaresQL exporter

LGY Home > Dashboards > Belle Il

* Export v

datasource ATLAS_dcache_billingdb_postgres Interval Auto Namespace Release Instance  blconddb03.sdcc.bnl.gov:9187 @ Last6hours EST v @ ) Refresh 10s v

Database All X Lock table All X

v General Counters, CPU, Memory and File Descriptor Stats

Version Start Time Current fetch data Current insert data Current update data Max Connections

3.57 1B 90.4K 456 K 4000

Average Memory Usage Open File Descriptors

12:00 13:00 14:00
A == Resident Mem 487 kB 499 kB 3 306 kB

CPU Time s : == Virtual Mem 08B 0B 0B
v Settings

Shared Buffers Effective Cache i Work Mem Max WAL Size Random Page Cost Seq Pag... Max Wor... Max Par...

4 cis 4 cis 1cis 2068 0.500 o500 8

v Database Stats

Active sessions Transactions Update data

Name : Name Vie. 5 Nam
conditions, s: active ot templateO commits == conditions
conditions, s: active m e1 commits
conditions, s: active \ { | n
conditions, active “H“‘ M - s commits
conditions, s: active s K ﬂw J *W template0 rollbacks
. ' = template1 rollb
postgres rollbacks

12:00 14:00  16:00 12:00 14:00 16:00 conditions rollbacks 12:00

Fetch data (SELECT) Insert data Lock tables

4 Tri

Name Ti Name
= postgres ¢ 159Mil 57 903K 3 = conditions,ac
2l = conditions 3577 129Q
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Monitoring technology: OpenSearch

Rebuilt legacy ElasticSearch nodes as new Opensearch cluster
(Pelosi)
* Rebuilt legacy Logstash as development platform for OpenSearch
- AdStash tested on OpenSearch v1 (T. Smith)

- Kafka, Zookeeper nodes integrated with Logstash, OpenSearch pipelines
(Garonne)
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Monitoring technology: Victoria Metrics

Evaluated Victoria Metrics and Victoria Logs functionality with ELK
and Prometheus (Caramarcu)

* Built and evaluated services, moved to production for worker node farm (and
beyond)

- Replaced collectd with node exporter and other custom exporters (e.g.,
CVMFS client exporter)

- Migrating Graphite/Carbon clusters to Victoria Metrics

- Replaced, created Grafana dashboards with Victoria Metrics data source
« Includes new metrics monitoring, Grafana dashboards for NetApp storage (Frith)

National Laboratory
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Victoria Metrics: Statistics

{ Home > Dashboards Linux Farm > Victoria Servers Statistics

Export v Share v

ds victoriametrics-datasource job victoria-metrics instance

@ Last90days EbT v Q & Refresh
B Single server Wiki & Found a bug? & New releases

v Stats

Version Total datapoints Ingestion rate Read requests ( Available CPU

v1.122.0 2.27 Tri

Uptime Active series Disk space usage ( Bytes per point Available memory
2.2 days 13.1 mil 1.53 TiB 0.7398B 755 GiB

v Overview

Datapoints ingestion rate Requests rate

200 K S

e 25
150 K = S ) ’ 20

100 K 15

10
50K c
| 5
0 — — Qecer (Bt MmMeC e 0 SeSm- o BREEERS SR - & ol . L S SEnk A oo o _omBe o JREs i oo Lt
09/06 09/13 09/20 09/27 10/04 10/M 10/18  10/25  11/01 11/08 115 1/22 09/06 09/13 09/20 09/27 10/04 | 1018 10/25 1/01 11/08 nns 1/22 11/29
Name Las

Mean * Name Mean Last * v Max
== self - promscrape 141K self - /api/v1/query 2.61 8.15

self - vmimport 2.06 K

self - /api/v1/export/native

n.s 27.6
== self - araphite

179 == self - /api/v1/write 0.891 1.24

Active time series Query duration 0.99 quantile
il 1.94 hours
1.67 hours
= i Tl 1.39 hours
10 Mil =" | S 111 hours
50 mins
33.3 mins
16.7 mins

0 S meemer e e -8 +8 - U B s Tt

s -
09/06 09/13 09/20 09/27 10/04 om 10/18 10/25 /01 11/08 115 n/22
0 Name Mean Last *
25N B kh 2 09/06 09/13 09/20 09/27 10/04 10/ 10718 10/25 11/01 11/08 MA5 122 129 self - /api/v1/query 6.90s 8.44s
t rUO aven Name Mean Last * Max
National Laboratory

self - /tags/autoComplete/tags 372 ms 372 ms
- self 9.95 Mil 13.0 Mil 131 Mil

self - /render 162s 210 ms




Victoria Logs: Statistics

©
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Home

G

ds victoriametrics-datasource

v Stats

Total log entries

9.34 Bil

Version
v1.331
v Overview

Compression Ratio

26

20
09/06
Name

09/13  09/20

== Compression Ratio

Logs ingestion rate

8K
6 K
4K

2K

(0]
09/06 09/13 09/20 09/27 10/04

Name

> Dashboards >

09/27

== elasticsearch_bulk (bytes)

== |oki_protobuf (bytes)

== |oki protobuf

Requests error rate

Linux Farm

job victorialogs

Ingested logs 24h

Victoria Servers Statistics

instance

236 Mil

Ingested bytes 24h

227 GiB

Plomaneni

10/04

=

Aa
10/25

'
'
'
'
)
'
'
A

1/01

11/08

L e R

1/15

Insert req/s

Read req/s

/22
Mean

223

|
!\{uw‘muwf LWL VISR

R AN,

Mean
2.00 MiB
861KiB
176 K

11/29

e e s e e =0 0
10/18  10/25 11/01 11/08 1/15 1/22 1/29

(@ Last 90 days EDT Q

Disk space usage

206 GiB

Compression ratio

25.2

Disk space usage

192 GiB

128 GiB

U omomd bmomen e

0B
09/06
Name

09/13 09/20 09/27 10/04
Last * v

25.2 == victoriaOl.sdcc.bnl.gov:9428

Requests rate

shesnssnnnnnnnn

:
1{

i x
09/06 10/18 10/25

Name

09/13 09/20 09/27 10/04

ast * v
1.66 MiB == [insert/elasticsearch/_bulk
1.04 MiB

195K

== /[select/logsql/query

== /insert/loki/api/v1/oush

Request duration p99

Available CPU

Available memory

Export v

) Refresh

755 GiB

R e T P e PR

11/01 1/08 115

Mean

77.8 GiB

1/22
Last * v

205 GiB

]

i
115

Mean

1/01 11/08

2.90
3.67
1.38

1/22
Last *

19.9
3.89
1.49

Share

11/29

[ e A S N

Max

205 GiB

1/29

Max
20.8
412
5.60

v




Victoria Metrics: Node exporter

{5 Home > Dashboards > Facility

Datasource Victoriametrics-datasource Job linuxfarm Nodename VictoriaOl.sdcc.bnl.gov

& GitHub & Grafana

v Quick CPU / Mem / Disk

Pressure CPU Busy Sys Load RAM Used

v Basic CPU / Mem / Net / Disk

CPU Basic
100%

80%

60%

40%

20%

0% — — e
18:00 20:00 22:00 00:00 02:00 04:00  06:00

08:00 10:00 12:00 14:00 16:00

== Busy System Busy User Busy lowait == Busy IRQs Busy Other Idle

Network Traffic Basic

400 Mb/s ~

200 Mb/s jk
L

) | | |
N .dm\\wm-\uA\Auud\u.m,hu‘u.w\/ W TTY (TPRTV THYY WOV RO PV TV [TYTOPPVY VYT IV IN1 TYPTV) PYTY PV PV 90 YV I PO Y 7T T I TP WO W |
0 b/s

S A{A‘(M\wﬂymﬁ_-'twfm‘me;rk’m’ymw\ﬂm‘wmwwwww‘vaWhT{\v\ "frlv' ol T T T vahvy\w/vwm'ﬂnwww ot

-400 Mb/s

Brookhaven
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== Rx enplsO e= Rxlo == Tx enplsO == Txlo

Instance = victoriaOl.sdcc.bnl.gov:9100

SWAP Used

Memory Basic

768 GiB
640 GiB
512 GiB
384 GiB
256 GiB
128 GiB
0B -

Root FS Used

@ Last24hours v @

CPU Cores

20

RootFS T...

31GiB

Reboot R...

N/A

RAM Total

755 GiB

Export v Share

&) Refresh  15m v

Uptime

6.3 weeks

SWAP To...

32 GiB

18:00 20:00 22:00 00:00 02:00

e= Total == Used

Disk Space Used Basic

100%

Cache + Buffer == Free

06:00 08:00

Swap used

10:00 12:00

14:00 16:00

18:00 20:00 22:00 00:00 02:00

== | e= [var e= [boot/efi == [boot /data

06:00 08:00

10:00 12:00

14:00 16:00




Victoria Logs: Dashboard

Dashboards Facility Protected Facility VictoriaLogs ) F oo G ) E.f:

{ Home

& Export v Share v

VLdatasource = victorialogs-datasource Host Al X keyword = * Filters @ Last24 hours EST v Q) Refresh

Top 20 hosts generating messages Top 20 hosts with keyword: * in mes... Messages for All (6 hours max)

os-master00.sd... i

Top 20 programs generating messa...

_time:[1764802... os-master00.sd... > 2025-12-04 17:47:31.998 missing _msg field; see https://docs.victoriam

2025-12-04 17:47:31.981 {"level":"info", "ts":"2025-12-04722:47:31Z2","1

cvmfs-cached

©
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cvmfs-caches (G
cvmfs-sic (G
cvmfs-cache3 ([
gs-elko3 [l
os-master02.sd... [
idmos ([l
cvmfs-reverse3 [
cvmfs-reverse4 [}
os-master01.sd... [
masterl.opensh... [
ns0 [
os-worker04.sd... [§
varnishO1.sdcc.... [
webproxy02 [
os-worker0l.sd... |

master0.opensh... |

Top 20 hosts generating error mess...

pandaharvester... 1
www [
os-worker04.sd... |
dcqos002 [
os-worker06.sd... |
lustremondb |
acas0924.usatl... |

os-worker02.sd... |

squid 'Il:
ns-slapd [
(squid-1) [

http [

named [}
systemd [
metricbeat [
varnishncsa |
bash [
rucio-reaper |
baloo_file_extra... |
logstash |
kernel |
rsyslogd |

hpss_pftpd

I_getidentity

Top 20 programs generating error m...

rsyslogd I
_time:(1764802... [
kernel I
httpdlog [
loki-linux-amdé4 |
(squid-1) |
sshd |

opensearch-da... |

cvmfs-sic
cvmfs-cache3
gs-elk03
os-master02.sd...
idm05
cvmfs-reverse3
cvmfs-reverse4
os-master01.sd...
masterl.opensh...
nsO
os-worker04.sd...
varnishOl.sdcc....
webproxy02

os-worker01.sd...

|
|
.
-
E

[

o

|

[

B

L

B

L

i

|

I

I

master0.opensh...

Top 20 programs generating * mess...

_time:(1764802... [
squid [N
ns-slapd [l
(squid-1) [
http [
named [
systemd [
8

metricbeat

>
>
>
>

|
I
|
|
I

2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04
2025-12-04

47
1U7AE
17:
17:
17:
152
A7
117/
172
172
152
1745
147
17:2
17
174
7
17:
7.
7
A7
(7
17:
17:
47
117jE
753
17:
17:5
17:
07
1753

17

47

47

47

47
47
47
47
47
47

:31
47 :
:31
47:
:31
47:
+31
131
131
:31
:31
231
:31
:31
:31
:31
131

31

31

31

131
:31
231
131
131
:31
:31
31
:31
131
:31
131
:31
:31

.981
.981
.975
.974
.974
.974
.972
.972
.972
.970
.970
.969
.963
.963
.960
.960
.956
.956
.956
.956
.952
.949
.949
.948
.945
.944
.944
.944
.942
.942
.942
.942 mi

{"level"

:"info", "ts":"2025-12-04T722:47:312","1

missing _msg field; see https://docs.victoriam
::ffff:202.13.202.140:55756 [04/Dec/2025:22:47
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:312" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug

time="2025-12-04T722:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:

missing _msg field;
missing _msg field;
missing _msg field;
field;
missing _msg field;
field;
field;
field;
field;

missing _ms

missing _
missing _
missing _

missing _

time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T22:
time="2025-12-04T722:
time="2025-12-04T22:
time="2025-12-04T722:

missing _msg field;
missing _msg field;
missing _msg field;
missing _msg field;
ssing _msg field;

see

see

see

msg="<
msg="F
msg="<
msg=">
msg=">

msg=

G

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug
:31Z" level=debug

https://docs.victoriam

msg="<
msg="F
msg="
msg="
msg=

msg=

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam

https://docs.victoriam




Victoria Metrics: CVMFES client exporte
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Home > Dashboards > CVMFS >

19

VLdatasource Victoriametrics-datasource Host acas0301.usatlas.bnl.gov:9868 job

v Cache Metrics
Cache Usage

48 GiB

cvmfs_

40 GiB
32 GiB
24 GiB
16 GiB §
8 GiB

18:00 20:00 22:00 00:00

V5=

02:00 04:00 06:00 08:00 10:00 12:00 14:00 16:00

== Cached - atlas-condb.cern.ch == Cached - atlas-nightlies.cern.ch == Cached - atlas.cern.ch
== Cached - cvmfs-config.cern.ch Cached - sdcc.bnl.gov == Cached - sft-nightlies.cern.ch

== Cached - sft.cern.ch Cached - sphenix.sdcc.bnl.gov Cached - unpacked.cern.ch

== Dinned - atlac-randh rarn rh Pinnad - atlac-ninhtliac rarn rh Pinnad - atlac rarn rh

v Network & Download Metrics

Download Rate

20 MiB/s
16 MiB/s
12 MiB/s
8 MiB/s
4 MiB/s |

|
0B/s A Alfa . A . e

18:00 20:00 22:00 00:00 02:00

A N\
An A ! ad N

06:00 08:00 10:00 12:00

oos Dale o
14:00

04:00 16:00

== Download Rate - atlas-condb.cern.ch == Download Rate - atlas-nightlies.cern.ch == Download Rate - atlas.cern.ch
== Download Rate - cvmfs-config.cern.ch Download Rate - sdcc.bnl.gov == Download Rate - sft-nightlies.cern.ch

== Download Rate - sft.cern.ch Download Rate - sphenix.sdcc.bnl.gov Download Rate - unpacked.cern.ch

*

Export v Share

client Repository All (@ Last 24 hours EST v

Q

) Refresh 1d v

Cache Hit Rate

97.5% ‘ 97.2% \‘ ‘ 99.4% \. ‘ 100.0% \. ‘ 88.2% \

atlas-condb.cern.ch atlas-nightlies.cer... atlas.cern.ch cvmfs-config.cern... sdcc.bnl.gov

sft-nightlies.cern.ch sft.cern.ch sphenix.sdcc.bnl.g... unpacked.cern.ch

File Download Rate

f
1
|

06:00 08:00

vill

22:00

10:00

O
18:00 20:00

00:00

02:00 04:00 12:00 14:00
== File Download Rate - atlas-condb.cern.ch == File Download Rate - atlas-nightlies.cern.ch
== Fjle Download Rate - atlas.cern.ch == File Download Rate - cvmfs-config.cern.ch

File Download Rate - sdcc.bnl.gov == File Download Rate - sft-nightlies.cern.ch

== Fila NDawnlaad Rata - cft rarn rh Fila Nawnlnad Rata - enheniv edre hnl anv




Evaluation: Storage

VAST storage (Hancock): N7 Cluster and Rack Details - Fully Scaled
i DF'301 5 J VAST Data Platform

- 338 TB (200 TiB licensed,

VAST
260 usable)

. Added new workflows for 2x1 Ice Lake + Ceres 338 Cluster
network block storage (NVMe Capacity Cluster Detal

Usable capacity 0.2PB 2x1 Ice Lake + Ceres 338 Cluster

Ove r TC P) Logical @ : 1 0.5PB Max files / objects 2.0 bn
Min usable capacity per DBox 246 TiB
Performance
Read throughput 40.0 GB/s
Write throughput 10.0 GB/s Connection to customer network
Read IOPS 650k IOPS CNodes to customer switches
Write IOPS 93k IOPS 16x 100Gb/s ports
L? Brookhaven
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Evaluation: CPU

Dell servers (Hancock):
- PowerEdge R7525R1  sagisatasaclane.

(X2) PowerEdge R7525 Server
i No Trusted Platform Module
- Integrated into 16X 2.5 SAS/SATA with XGMI supports 6X T4 cards
OpenShlft Cluster as AMD EPYC 7543 2.8GHz, 32C/64T, 256M Cache (225W) DDR4-3200

. AMD EPYC 7543 2.8GHz, 32C/64T, 256M Cache (225W) DDR4-3200
Worker nOdeS ded|Cated Heatsink for 2 CPU configuration (CPU greater than or equal to 180W)
to monitoring hosts and Performf;mce Optimized
3200MT/s RDIMMs
workflows 24x 64GB RDIMM, 3200MT/s, Dual Rank, 16Gb
C7, Unconfigured RAID for HDDs or SSDs (Mixed Drive Types Allowed)
PERC H755 Adapter FH
2x 960GB SSD SATA Read Intensive 6Gbps 512e 2.5in Hot-plug AG Drive, 1 DWPD
3x 3.84TB SSD SATA Read Intensive 6Gbps 512e 2.5in Hot-plug AG Drive, 1 DWPD

k? Brookhaven
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Monitoring technology: HPSS

Modernization of HPSS web infrastructure (Undrus)
* New RHEL 8 host baseline
- Migration from PHP 5 to PHP 8

- Code refactoring & cleanup
« Current code size: 211,000 PHP and 344,000 HTML

« Remove deprecated APIls, modernize language constructs, and introduce stricter
typing, error handling

- Security tuning to align configuration with best practices

I '\? Brookhaven
National Laboratory
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Monitoring technology: HPSS

Preparing the next-gen HPSS

UPGRADE WORKSTREAMS

® RHEL 8 baseline
This testbed is dedicated to the preparation and deployment of the Upgrade & New OS image, update
Modernize HPSS Web Infrastructure project, including migration to RHEL 8, ® PHP 8 migration
migration from PHP 5 to PHP 8, and associated code refactoring and hardening. Replace PHP 5 with PHP 8

® Code refactoring & cleanup

move deprecated APIs, v ernize

£

; 2 test ® Performance & security tuning
ractoring & testing = /

Benchmark critical HPSS p 3, enable PHP 8 J

4 Why PHP 8 vs PHP 5?

e impact

COPE
RHELSadoption‘ PHP 8 runtime, TARGET STACK Modernized HPSS Web Platform
dependency refresh, and systematic
refactoring of the HPSS web codebase to
remove PHP 5 patterns and legacy PHP 8.x « PHP 5.x (current HPSS Web
assumptions. ERY Apache (tuned for PHP-FPM)

RHEL 8 « RHEL 6 (I

Refactored HPSS web modules with reduced legacy & improved testability

National Laboratory
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Monitoring:
Plans & Goals




To do:

K

Continue deployment and configuration of key services (Victoria

Metrics, Prometheus, OpenSearch)

o Rebuild OpenSearch, LogStash instances on VAST storage

o Prometheus: complement Victoria Metrics, or merge?

Evaluate VAST storage: |

o compare performance with other NAS solutions (NetApp)

0 com?are storage types (e.g., block vs. image storage)

Evaluate potential Al use cases and solutions: | N

0 ib\noma y detection (e.g., vmanomaly), predictive analysis, observability, natural
anguage o o

Continue modernization of HPSS monitoring

o Update web services, consolidate and update background processes, upgrade
backend database _ _ _

Convert Loki log output to Victoria Logs (Liu)

(Potentlalz Dashboard reorganization and clean-up, data source

consolidation (Yang)

Brookhaven
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