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·Heaviest elementary particle → strong coupling to H 

·Timescales                                → study bare quarks 

·Measure SM parameters & search for new physics  
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·Timescales                                → study bare quarks 

·Measure SM parameters & search for new physics  
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·Most precise: template fits in l+jet channel

Top Quark Mass
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ATLAS-CONF-2017-071

mtop = 172.08 ± 0.39 ± 0.82  GeV  

·Pole mass from cross sections σtt → most precise results: 173.2 ± 1.6 GeV ATLAS: CONF-2017-044

➡ Approaching       
< 0.5 GeV precision

173.8 ± 1.8 GeV CMS: JHEP 08 (2016) 029

CMS-PAS-TOP-17-007

New  CMS result at @13 TeV: 
mtop = 172.35 ± 0.08 ± 0.63 GeV
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Inclusive tt cross section σtt 
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LHCtopWG

➡ Data described      
    by NNLO theory 
➡ competing 
    precisions 

_ _

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCTopWG


Inclusive tt cross section σtt 
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LHCtopWG

  Recent new results (not yet in plot): 
ATLAS 8 TeV:     248.3 ± 0.7stat  ± 13.4syst ± 4.7lumi pb     (5.7%) 
ATLAS-CONF-2017-054 
D0:  1.96 TeV:         7.26 ± 0.13stat± 0.57syst pb                  (7.6%) 
arXiv:1605.06168

➡ Data described      
    by NNLO theory 
➡ competing 
    precisions 

_ _

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCTopWG


tt differential distributions: pT(top)        
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“resolved”: 3 jets kT=0.4 “boosted”: 1 (top-tagged) jet kT=1.0
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Figure 19: Ratios of the measured fiducial phase-space absolute di↵erential cross-section to the prediction from
Powheg+Pythia6 in the resolved and boosted topologies as a function of their respective transverse momentum
of the hadronic top quark. The bands indicate the statistical and total uncertainties of the data in each bin. The
Powheg+Pythia6 generator with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for
detector e↵ects.
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 arXiv:1708.00727

Many new precise differential cross sections:
ATLAS:  CONF-2017-044,  CONF-2016-100,  arXiv:1612.05220, arXiv:1607.07281 
CMS:  PAS-TOP-17-002, arXiv:1708.07638, arXiv:1610.04191,  PAS-TOP-16-018, 

PAS-TOP-16-013
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➡ NLO calculations: too 
    hard pT(top) spectrum    
➡ Similar effect seen at     
    8 TeV, cured with NNLO

l+ jets

https://arxiv.org/abs/1708.00727
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Figure 18: Relative total uncertainties of the gluon distribution at µ2
f = 30 000 GeV2, shown

by shaded (or hatched) bands, as obtained in the PDF fit using the DIS and W± boson charge
asymmetry data only, as well as single- and double-differential tt cross sections.

data collected with the CMS detector at the LHC, corresponding to an integrated luminosity
of 19.7 fb�1. The normalized tt cross section is measured in the full phase space as a function
of different pairs of kinematic variables describing the top quark or tt system. None of the
tested MC models is able to correctly describe all the double-differential distributions. The
data exhibit a softer transverse momentum pT(t) distribution, compared to the Monte Carlo
predictions, as was reported in previous single-differential tt cross section measurements. The
double-differential studies reveal a broader distribution of rapidity y(t) at high tt invariant
mass M(tt) and a larger pseudorapidity separation Dh(t, t) at moderate M(tt) in data compared
to simulation. The data are in reasonable agreement with next-to-leading-order predictions of
quantum chromodynamics using recent sets of parton distribution functions (PDFs).

The measured double-differential cross sections have been incorporated into a PDF fit, together
with other data from HERA and the LHC. Including the tt data, one observes a significant
reduction in the uncertainties in the gluon distribution at large values of parton momentum
fraction x, in particular when using the double-differential tt cross section as a function of y(tt)
and M(tt). The constraints provided by these data are competitive with those from inclusive jet
data. This improvement exceeds that from using single-differential tt cross section data, thus
strongly suggesting the use of the double-differential tt measurements in PDF fits.
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Figure 9: Comparison of the measured normalized tt double-differential cross section as a func-
tion of |y(t)| in different M(tt) ranges to NLO O(a3

s ) predictions. Details can be found in the
caption of Fig. 8. Approximate NNLO O(a4

s ) predictions are not available for this cross section.
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Figure 10: Comparison of the measured normalized tt double-differential cross section as a
function of |y(tt)| in different M(tt) ranges to NLO O(a3

s ) predictions. Details can be found
in the caption of Fig. 8. Approximate NNLO O(a4

s ) predictions are not available for this cross
section.

x1 = M(tt)/2Ep • exp(y(tt))

x1

X2

Leading order   

➡  improved gluon density at large x
➡ RUN II: Aim to constrain PDFs, αs and m(top)  simultaneously

Double differential tt cross sections
EPJC 77 (2017)  459

_

_ _



Charge Asymmetry AC       
·NLO: qq diagrams interfere 

·Diluted @LHC due to large gg fraction

12.09.2012 Yvonne Peters 10

Tevatron and LHC Difference

 Tevatron: pp is CP eigenstate → pp (LHC) is not
→ different way to measure the effect at Tevatron and LHC

 LHC: Quarks valence quarks, antiquark always from the sea 
→ antitop less boosted and more central than top in case of asymmetry 

 LHC: Measure charge asymmetry
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Asymmetry Idea

+

+

 LO: No charge asymmetry expected

 NLO QCD: Interference between qq diagrams

 Asymmetry in QCD:Interference of C=1 and C=-1 amplitudes are odd 
under t ↔ t    → cause asymmetry

 Tree level and box diagrams:

 Positive asymmetry

 

 Initial and final state radiation:

 Negative asymmetry
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 LO: No charge asymmetry expected

 NLO QCD: Interference between qq diagrams

 Asymmetry in QCD:Interference of C=1 and C=-1 amplitudes are odd 
under t ↔ t    → cause asymmetry

 Tree level and box diagrams:

 Positive asymmetry

 

 Initial and final state radiation:

 Negative asymmetry

ISR/FSR: negative asymmetry

qq tree-level and box diagrams: positive asymmetry

_
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➡ Measurements consistent  
with SM and zero

1

1 Introduction

With the 2012 data taking the Large Hadron Collider (LHC) at CERN has become a top quark
factory. The abundantly produced top quark pairs enable experiments to precisely measure the
various properties of the heaviest elementary particle known to date. One interesting feature
of the pairwise top quark production is the difference in the angular distributions of top quarks
and top antiquarks. This differing behavior of top quarks and antiquarks in the pp collisions
of the LHC is called tt charge asymmetry, and calculations within the Standard Model (SM)
predict an effect on the order of one percent. Both the CMS and ATLAS collaborations have
published results based on the 7 TeV data that are in agreement with these predictions within
the still large uncertainties [1–4].

The corresponding quantity in pp̄ collisions is the forward-backward asymmetry in tt pro-
duction. One legacy of the Tevatron experiments is the measurement of this asymmetry that
deviates from the predicted value at the order of two standard deviations. In certain phase
space regions this deviation is even more significant [5, 6].

As the underlying physics process for the two observable asymmetries is the same – interfer-
ence effects between the amplitudes of different Feynman diagrams for the process qq̄ ! tt̄ [7]
– one would generally expect that both asymmetries should show the same behavior. There are
however also theory models that explain why one could see a deviation from the SM for the
forward-backward asymmetry at the Tevatron while the charge asymmetry that is observable
at the LHC is not affected at all (see for example Ref. [8]).

The charge asymmetry occurs only in quark-antiquark initial states. Since at the LHC the
quarks in the initial state are mainly valence quarks while the antiquarks are always sea quarks,
the larger average momentum fraction of quarks leads to an excess of top quarks produced in
the forward directions. This makes the difference of the absolute values of the rapidities of top
quark and antiquark, D|y| = |yt|� |yt̄|, a suitable observable to measure the tt̄ charge asym-
metry. We define the charge asymmetry AC as

AC =
N+ � N�

N+ + N� , (1)

where N+ and N� represent the number of events with positive and negative values in the
sensitive variable, respectively.

It is not only crucial to measure the inclusive asymmetry but it is of particular importance to
measure the differential asymmetry as a function of variables that are suited to enhance the
charge asymmetry in certain kinematic regions. In the analysis documented in this note we
measure the charge asymmetry as a function of the rapidity, the transverse momentum, and
the invariant mass of the tt̄ system. Each of these variables is sensitive to a certain aspect of the
tt̄ charge asymmetry.

The rapidity of the tt system in the laboratory frame, |ytt|, is sensitive to the ratio of the contri-
butions from the qq and gg initial states to tt production. The charge-symmetric gluon fusion
process is dominant in the central region, while tt production through qq̄ annihilation mostly
produces events with the tt pair at larger rapidities, which implies an enhancement of the
charge asymmetry with increasing |ytt| [9].

The transverse momentum of the tt pair in the laboratory frame, ptt
T, is sensitive to the ratio

of the positive and negative contributions to the overall asymmetry. The interference between
the Born and the box diagrams leads to a positive contribution, while the interference between

G

 arXiv:1709,05327

Extra   
colour-octet

9

_

_

https://arxiv.org/abs/1709.05327


20 7 Effective field theory interpretation

Channel Expected significance Observed significance
2`ss analysis ttW� 2.4 2.3
2`ss analysis ttW+ 4.3 5.9
2`ss analysis (ttW) 4.6 5.5

3` analysis (ttZ) 8.4 8.7
4` analysis (ttZ) 4.8 4.6

3` and 4` combined (ttZ) 9.5 9.9

Table 11: Summary of expected and observed significance for ttW in the same-sign 2-lepton
channel and for ttZ in the 3-lepton, 4-lepton channels and in the two channels combined.
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Figure 13: The result of the two-dimensional best fit for ttW and ttZ cross sections (cross sym-
bol) is shown along with its 68 and 95% confidence level contours. The result of this fit is su-
perimposed with the separate ttW and ttZ cross section measurements, and the corresponding
1 s bands, obtained from the dilepton, and the three-lepton/four-lepton channels, respectively.
The figure also shows the predictions from theory and the corresponding uncertainties.

The effective Lagrangian is:

Leff = LSM +
1
L Â

i
ciOi +

1
L2 Â

j
cjOj + · · · (4)

where LSM is the dimension-four SM Lagrangian, Oi are dimension-five operators, Oj are
dimension-six operators, etc. The Wilson coefficients ci and cj parameterize the strength of
the NP interaction.

Because dimension-five operators violate lepton number conservation [37], we do not consider
them in our investigation. Assuming baryon and lepton number conservation, there are fifty-
nine independent dimension-six operators [38]. Thirty-nine of these operators include at least
one Higgs field, or may be important for Higgs physics because they modify the gauge boson
self-interactions [39]. Constraints on some dimension-six operators have been reported in [5,
40–46].

To investigate the effects of NP on a given process, it is necessary to calculate the expected cross
section as a function of the Wilson coefficients. The matrix element can be written as the sum
of an SM and NP components:

ttW and ttZ

10

_ _
CMS-PAS-TOP-17-005
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Figure 10: Post-fit predicted and observed yields in each analysis bin in the same-sign dilepton
analysis.The hatched band shows the total uncertainty associated to signal and background
predictions.
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Figure 11: Post-fit predicted and observed yields in Njets = 2, 3 and �4 categories in the three-
lepton analyses. The hatched band shows the total uncertainty associated to signal and back-
ground predictions.

2 leptons `±`±, BDT < 0
Process Njets = 2 Njets = 3 Njets � 4

nonprompt 136.52 ± 13.94 110.32 ± 11.33 57.30 ± 6.07
Total background 193.62 ± 15.34 140.70 ± 11.74 78.00 ± 6.48

ttW 13.11 ± 1.34 17.55 ± 1.78 13.80 ± 1.42
Total 206.74 ± 15.40 158.26 ± 11.87 91.80 ± 6.63

Observed 229 144 92

Table 2: Post-fit predicted and observed yields in same-sign dilepton final state for BDT < 0
region, i.e. nonprompt control region. The uncertainty represents the total post-fit uncertainty.

The measured signal strength parameter is found to be 1.28 +0.19
�0.18(stat.) +0.20

�0.18(sys.) +0.13
�0.12(theo.)

for ttW and 1.18 +0.11
�0.10(stat.) +0.14

�0.12(sys) +0.11
�0.12(theo.) for ttZ. This value is multiplied by the corre-

3ℓ or 4ℓ 
+ b-jets

2ℓ (same-sign) 
+ b-jets

3ℓ sample

Simultaneous  
ttW and ttZ fit

Leff = Lsm +
1

⇤2

X

j

cjOj + ...·EFT approach: 

22 7 Effective field theory interpretation

Fig. 16 and summarized in Table 13. We removed any assumptions about the energy scale of
the NP made in [39] and report the ratio cj/L2. Due to the quadratic dependency of the cross
section on Wilson coefficients (see Eq. 7), except where sSM+NP(cj) is minimized, there will
always be two values of cj corresponding to the same cross section. This can result in multiple
minima in the profile likelihood scans, as seen in Fig. 16. When the Wilson coefficient affects
more than one process, and the minima in the corresponding sSM+NP(cj) do not coincide, the
symmetry is broken and there should be one optimal best fit value. For c̄u and c̄uB, there was
no significant difference between the two best fit values, so we show the degeneracy explicitly
by transforming such that the axis of symmetry is at the origin.

In Fig. 17, results are shown in the sttZ versus sttW plane. The 1s (2s) contours are obtained by
sampling randomly from the post-fit covariance matrix and finding the contour which encloses
68.27% (95.45%) of the samples. The operators proportional to c̄u, c̄uB, and c̄Hu all affect ttZ and
the fit is able to scale ttZ to match the observed excess in data. The c̄u coefficient does not affect
ttZ or ttW, but the fit can scale ttH to accomodate the ttW excess. The only coefficient which
affects ttW is c̄uW , but it also affects ttH. In this case both ttH and ttW are scaled.

t

g

t̄g

t

Z

t

t

g

t̄g
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Figure 14: Leading order Feynman diagrams involving NP vertices due to the operator which
is proportional to c̄uB, c̄uW , and c̄Hu (left), and c̄u (right).

Wilson coefficient 1s CL [TeV�2] 2s CL [TeV�2]
|c̄uB/L2| [0.0, 1.5] [0.0, 2.1]
|c̄u/L2 + 10.9 TeV�2| [2.3, 15.2] [0.0, 18.6]
c̄uW/L2 [-1.6, 1.5] [-2.2, 2.1]
c̄Hu/L2 [-9.1, -6.5] and [-1.6, 1.1] [-10.1, 2.0]

Table 12: Expected 1s and 2s CL for this ttW and ttZ measurement, for selected Wilson coeffi-
cients.

Wilson coefficient Best fit [TeV�2] 1s CL [TeV�2] 2s CL [TeV�2]
|c̄uB/L2| 1.6 [0.0, 2.3] [0.0, 2.8]
|c̄u/L2 + 10.9 TeV�2| 11.1 [2.7, 15.6] [0.0, 19.1]
c̄uW/L2 1.8 [-2.4, -0.8] and [0.7, 2.4] [-3.0, 2.9]
c̄Hu/L2 -9.4 [-10.3, -8.1] and [0.1, 2.1] [-11.2, -6.6] and [-1.5, 3.0]

Table 13: Observed best-fit values determined from this ttW and ttZ measurement, along with
corresponding 1s and 2s CL intervals for selected Wilson coefficients.

·Fitted coefficients:

➡ no significant deviations from SM

ttZ template fit 
_

__

_
➡ ttZ in precision regimeATLAS RUN II results: EPJC 77 (2017) 40
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Single-Top Quarks

Single top production 

22/08/2012 Frank-Peter Schilling  -  Top Physics at LHC 21 

Kidonakis, NLO+NNLL: 
t-channel: PRD 83 (2011) 091503 
s-channel: PRD 81 (2010) 054028 
tW-channel: PRD 82 (2010) 054018 

• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 

 t-channel  s-channel tW-channel 
      (associated production) 
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tW

s-channel

Picture from upcoming paper (A.  Giammanco & R. Schwienhorst),  
Theory curves: N. Kidonakis (t., tW, s, @ NLO+NNLL) & J. Andrea (tZ @ NLO)

➡ Many new results!                  
➡ SM predictions 😀
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Figure 4: Post-fit neural-network output distributions in the signal region. Signal and backgrounds are normalised to
the expected number of events after the fit. The uncertainty band includes both statistical and systematic uncertainties
as obtained by the fit.

statistical uncertainty on the cross-section is determined by performing a fit to the data, only includ-
ing the statistical uncertainties. The total systematic uncertainty is determined by subtracting this
value in quadrature from the total uncertainty. The cross-section for tZq production is measured to
be 600 ± 170 (stat.) ± 140 (syst.) fb, assuming a top-quark mass of mt = 172.5 GeV.

The probability p0 of obtaining a result at least as signal-like as observed in the data if no signal

were present is calculated using the test statistic qµ=0 = �2 ln[L(µ = 0,
ˆ̂
~✓)/L( µ̂, ~̂✓)] in the asymptotic

approximation [51]. The observed p0 value is 1.3 ⇥ 10≠5. The resulting significance is 4.2�, to be
compared with the expected significance of 5.4�.

10 Conclusion

The cross-section for tZq production has been measured using 36.1 fb≠1 of data collected by the ATLAS
experiment at the LHC in 2015 and 2016 at a centre-of-mass energy of

p
s = 13 TeV. Evidence for the

signal is obtained with a measured (expected) significance of 4.2� (5.4�). The measured cross-section
is 600 ± 170 (stat.) ± 140 (syst.) fb. This result is in agreement with the predicted SM tZq cross-section
calculated at NLO to be 800 fb, which has an uncertainty due to variation of the factorisation and
renormalisation scales of +6.1

�7.4%.
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tZ
tZq template fit 

Single top production 

22/08/2012 Frank-Peter Schilling  -  Top Physics at LHC 21 

Kidonakis, NLO+NNLL: 
t-channel: PRD 83 (2011) 091503 
s-channel: PRD 81 (2010) 054028 
tW-channel: PRD 82 (2010) 054018 

• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 

 t-channel  s-channel tW-channel 
      (associated production) 

t-channel

Z

qq’ q

b t
W
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·Focus in the following on two new studies with high pT jets

Parton distribution functions
Representing structure of proton, 
extracted using experimental 
data and QCD properties

Hard scatter parton cross section 
Higher order pQCD correction; 
accompanying radiation, jets, …p

p Underlying event

X = jets, W, Z, top, Higgs, SUSY, … 
Q2 = MX2

Fig. 3: Simplified view of a proton–proton collision.

have been developed to further improve the robustness of the physics object reconstruction and analy-
ses. Pileup does, hoever, affect the trigger requiring higher thresholds, which impacts the low transverse
momentum physics programme of the experiments. It also increases the stored event size and CPU time
needed for track reconstruction.

4.2 Proton–proton collisions
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Fig. 4: Cross sections of selected proton–(anti-)proton pro-
cesses versus centre-of-mass energy [11].

Owing to factorisation (see for example [12]),
the cross section of a proton–proton collision
can be computed as the convolution of parton
density functions4 (PDF) with the parton scat-
tering matrix element (cf. Fig. 3). The PDFs
are universal distributions containing the long-
distance structure of the proton (or hadrons in
general) in terms of valence and sea quarks and
gluons. They are related to parton model dis-
tributions at leading order, but with logarith-
mic scaling violations (DGLAP5). Since pre-
cise Lattice QCD predictions are not yet avail-
able, the PDFs are extracted versus the par-
ton momentum fraction x and the momentum
transfer Q2 using experimental data and ex-
ploiting QCD evolution properties. The centre-
of-mass energy-squared of the parton colli-
sion, ŝ, is given by the product of the mo-
mentum fractions of the colliding partons, x1,2,
times the proton centre-of-mass energy: ŝ =
x1 ·x2 ·s. The production of the 125 GeV Higgs
boson thus occurs at an average momentum
fractionhxi ⇠ 0.01 at

p
s = 13 TeV.

The parton density functions rise dramatically
towards low x in particular at high Q2 and
most notably for the gluon density. The con-
sequences are: the cross section of a given pro-

4Parton density functions were introduced 1969 by Feynman in the parton model to explain Bjorken scaling in deep inelastic
scattering data.

5In analogy with a running coupling strength, one can vary the factorisation scale and obtain the renormalisation group
equation for PDFs. The DGLAP equations [13] describe the Q2 dependence of the PDFs.

8

PDFs
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·measure pT spectra in bins of yb and y*

10 6 Results

6 Results

The triple-differential dijet cross section is presented in Fig. 6 as a function of pT,avg for six
phase-space regions in y⇤ and yb. The theoretical predictions are found to be compatible with
the unfolded cross section over a wide range of the investigated phase space.

Figure 6: The triple-differential dijet cross section in six bins of y⇤ and yb. The data are indicated
by different markers for each bin. The theoretical predictions, obtained with NLOJET++ and
NNPDF 3.0, and complemented with EW and NP corrections, are depicted by solid lines. Apart
from the boosted region, the data are well described by the predictions at NLO accuracy over
many orders of magnitude.

The ratios of the measured cross section to the theoretical predictions from various global
PDF sets are shown in Fig. 7. The data are well described by the predictions using the CT14,
MMHT 2014, and NNPDF 3.0 PDF sets in most of the analysed phase space. In the boosted re-
gions (yb � 1) differences between data and predictions are observed at high pT,avg, where the
less known high-x region of the PDFs is probed. In this boosted dijet topology, the predictions
exhibit large PDF uncertainties, as can be seen in Fig. 5. The significantly smaller uncertainties
of the data in that region indicate their potential to constrain the PDFs.

Predictions using the ABM 11 PDFs systematically underestimate the data for yb < 2.0. This
behavior has been observed previously [54] and can be traced back to a soft gluon PDF accom-
panied with a low value of aS(MZ).

Figure 8 presents the ratios of the data to the predictions of the POWHEG+PYTHIA 8 and HER-
WIG 7.0.3 [55] NLO MC event generators. Significant differences between the predictions from
both MC event generators are observed. However, the scale definitions and the PDF sets are
different. For POWHEG and HERWIG 7 the CT10 and MMHT 2014 PDF sets are used, respec-
tively. In general, HERWIG 7 describes the data better in the central region whereas POWHEG
prevails in the boosted region.

1

1 Introduction

The pairwise production of hadronic jets is one of the fundamental processes studied at hadron
colliders. Dijet events with large transverse momenta can be described by parton-parton scat-
tering in the context of quantum chromodynamics (QCD). Measurements of dijet cross sections
can be used to thoroughly test predictions of perturbative QCD (pQCD) at high energies and to
constrain parton distribution functions (PDFs). Previous measurements of dijet cross sections
in proton-(anti)proton collisions have been performed as a function of dijet mass at the Spp̄S,
ISR, and Tevatron colliders [1–6]. At the CERN LHC, dijet measurements as a function of dijet
mass are reported in Refs. [7–11]. Also, dijet events have been studied triple-differentially in
transverse energy and pseudorapidities h1 and h2 of the two leading jets [12, 13].

In this paper, a measurement of the triple-differential dijet cross section is presented as a func-
tion of the average transverse momentum pT,avg = (pT,1 + pT,2)/2 of the two leading jets, half
of their rapidity separation y⇤ = |y1 � y2|/2, and the boost of the dijet system yb = |y1 + y2|/2.
The dijet event topologies are illustrated in Fig. 1.

y⇤
=

1 2
|y

1
�
y 2
|

yb =
1
2 |y1 + y2|

0 1 2 3
0

1

2

3

Figure 1: Illustration of the dijet event topologies in the y⇤ and yb kinematic plane. The dijet
system can be classified as a same-side or opposite-side jet event according to the boost yb of
the two leading jets, thereby providing insight into the parton kinematics.

The relation between the dijet rapidities and the parton momentum fractions x1,2 of the incom-
ing protons at leading order (LO) is given by x1,2 = pTp

s (e
±y1 + e±y2), where pT = pT,1 = pT,2.

For large values of yb, the momentum fractions carried by the incoming partons must corre-
spond to one large and one small value, while for small yb the momentum fractions must be
approximately equal. In addition, for high transverse momenta of the jets, x values are probed
above 0.1, where the proton PDFs are less precisely known.

The decomposition of the dijet cross section into the contributing partonic subprocesses is
shown in Fig. 2 at next-to-leading order (NLO) accuracy, obtained using the NLOJET++ pro-
gram version 4.1.3 [14, 15]. At small yb and large pT,avg a significant portion of the cross section
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mostly  
gg and gq

Triple differential dijets  arXiv:1705.02628

➡ 122 precise points ~8 orders of magnitude, NLO describes data 😀 ⟹ useful for PDF + αs fit

_

https://arxiv.org/abs/1705.02628
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Figure 9: The gluon (top left), sea quark (top right), d valence quark (bottom left), and u valence
quark (bottom right) PDFs as a function of x as derived from HERA inclusive DIS data alone
(hatched band) and in combination with CMS dijet data (solid band). The PDFs are shown at
the scale Q2 = 104 GeV2 with their total uncertainties.

The improvement in the uncertainty of the gluon PDF is accompanied by a noticeable change
in shape, which is most visible when evolved to low scales as shown in Fig. 10. Compared to
the fit with HERA DIS data alone, the gluon PDF shrinks at medium x and increases at high x.
A similar effect has been observed before, e.g. in Ref. [54].

The PDFs are compared in Fig. 11 to those obtained with inclusive jet data at
p

s = 8 TeV [62].
The shapes of the PDFs and the uncertainties are similar. Somewhat larger uncertainties in the
valence quark distributions are observed in the fit using the dijet data with respect to those
obtained from the inclusive jet cross section. This behaviour can be explained by a stronger
sensitivity of the dijet data to the light quark distributions, resulting in an increased flexibility
of the PDF parameterisation, however, at the cost of an increased uncertainty.

The measurement of the triple-differential dijet cross section not only provides constraints on
the PDFs, but also on the strong coupling constant. Therefore, the PDF fit is repeated with an
additional free parameter: the strong coupling constant aS(MZ). The value obtained for the
strong coupling constant is

aS(MZ) = 0.1199 ± 0.0015(exp)+0.0002
�0.0002(mod)+0.0002

�0.0004(par),

where the quoted experimental (exp) uncertainty accounts for all sources of uncertainties in
the HERA and CMS data sets, as well as the NP uncertainties. The model (mod) and parame-
terisation (par) uncertainties are evaluated in the same way as in the PDF determination. The
consideration of scale uncertainties in a global PDF fit is an open issue in the PDF community
because it is unclear how to deal with the correlations in scale settings among the different
measurements and observables. Therefore they are not taken into account in any global PDF
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Triple differential dijets 
PDF fit 

 arXiv:1705.02628

➡ Highly improved gluon density 
   in x range [0.1-0.7]

·Fit proton PDFs to HERA DIS and 
122 CMS dijet points

gluon

·Fit in addition αs

αs(MZ) = 0.1199 ± 0.015 (exp) +0.0031-0.0020  (theo)

➡ One of the most precise αs determinations from LHC

https://arxiv.org/abs/1705.02628
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ATLAS-CONF-2017-048

➡ Tensions between data and theory - also seen for 8 TeV jet data 

·Data vs NLO �2/ndf ⇠ 400/177

·including all data & theory uncertainties 
·Improves by o(60) when varying experimental 

bin-to-bin systematic correlations

JHEP09 (2017) 020
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ATLAS-CONF-2017-048

 J. Currie, N. Glover, J. Pires,  
PRL 118 (2017), arXiv: 1611.01460, 

see also arXiv: 1704.00923

·  New: full NNLO calculation available

Exemplary diagram

μ r = pT μ r = pT, max

➡ NNLO seems to improve perturbative stability only towards highest jet pT 

NNLO points not yet including PDF and αs uncertainties
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·LHC top quark factory ⩬ 40M top events collected until  2016             
⟹  thorough top quark examination, today glimpses shown: 

·Precision measurements: Mass, cross sections & spectra 

· tt +Z,W and t+W ,t+Z, accessing rare processes   

·SM  😀 

·Collect until end of 2018 another 60M top events ⟹ more precise 
& extended measurements + accessing rarer channels (e.g. tttt) 

TOP

QCD
·Jet data & NNLO turn LHC into a QCD precision lab                                                       

⟹ constrain SM parameters: PDFs, αs,                                 
⟹ also helpful to improve searches

_ _


