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The first cosmic particle of ultra-high energy
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 Scintillator 

E = 1020 eV

Energy conservation,

overall energy

estimate robust

Cascade of secondary particles: 
extensive air shower



Energy spectrum of cosmic rays – 1020 eV
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Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Need accelerator with size of orbit of planet 
Mercury to reach 1020 eV with LHC technology

(Unger, 2006)

Large Hadron Collider (LHC),  27 
km circumference, 
superconducting magnets

Flux below 1 particle 
per km2 per century

Gamma factor ~1011



Classic models: Diffusive shock acceleration
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Gamma ray bursts (GRBs)
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Active Galactic Nuclei (in jets or in radio lobes)

Fermi acceleration at shock fronts of plasmas



Alternative source scenarios

 5

dNinj

dE
⇠ E�1

✓
1+

E
Eg

◆�1

Vereinigung von Schweren Löchern

  

Figure 6 The radio galaxy NGC326 and its merger. Source Lecture S. Britzen
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Inductive acceleration

Rapidly spinning neutron stars

Single (relativistic) reflection

Tidal disruption events (TDEs)

Emax ⇠ G2 Einj
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Spin flip of BH in AGN

New particle physics (top-down scenarios)

Wake field acceleration in plasma jets

X particles from:

• topological defects

• monopoles

• cosmic strings

• cosmic necklaces

• .....

Super-heavy objects from Early Universe 
that decay slowly (by construction) 
MX ~ 1023 - 1024 eV

large fluxes of 
photons and 
neutrinos
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The Pierre Auger Observatory (3000 km2)

4 fluorescence detectors 
(24+3 telescopes in total)

High elevation 
telescopes

 Infill array of 750 m,
 Radio antenna array 

Southern hemisphere:
Province Mendoza, Argentina  7

Surface array: 1664  
particle detectors





1.5 km



Particle detectors 
10 m2 area, 1.20 m high  
12 tons of water

Fluorescence telescopes



Telescope Array (TA, 700 km2)

Northern hemisphere: Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators
(grid of 1.2 km, 680 km2)

3 fluorescence detectors 
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	�����
���

Electron light 
source (ELS): 
~40 MeV

Infill array and high
elevation telescopes

Test setup for 
radar reflection
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TALE FD Telescopes / Camera

TALE (TA low energy extension)



Pierre Auger Observatory and Telescope Array
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Pierre Auger Observatory 
Province Mendoza, Argentina  
1660 detector stations, 3000 km2 
27 fluorescence telescopes

Telescope Array (TA) 
Delta, UT, USA 
507 detector stations, 680 km2 
36 fluorescence telescopes 

Fig. 2. The exposure of the Pierre Auger and Telescope Array experiments as a function of declination. The
vertical and inclined spectra of Auger, and the total exposure are shown, as are the TA exposures for zenith
angle limits of 45◦ and 55◦.

energy spectra even by observing the same region of the sky1.
Hereafter, we design an alternative way to measure the spectrum, so as to obtain an estimate in-

sensitive to the shape of the directional exposure of a given experiment. In this way, the energy spectra
measured in the same region of the sky should be compatible within the uncertainties, irrespective
of the anisotropies that might be imprinted upon the flux of cosmic rays – especially at the highest
energies. The starting point is to consider that anywhere the function ω(n) is non-zero, the differential
flux can be locally estimated as

J(n, E) =
1

ω(n)

d2N

dn dE
. (2)

Then, an alternative way to recover the energy spectrum, denoted as J1/ω, is to consider the differential
flux averaged over the observed region ∆Ω of the sky:

J1/ω(E) ≡ ⟨J(n, E)⟩∆Ω =
1

∆Ω

∫

∆Ω

dn

ω(n)

d2N

dn dE
. (3)

In this way, the energy spectrum J1/ω(E) is now an observable quantity that should be the same for
any experiment with non-zero f.o.v. in the region ∆Ω of the sky. In practice, with N events with
energies between E and E + ∆E, it can be estimated as

J1/ω(E) =
1

∆Ω∆E

N
∑

i=1

1

ω(ni)
, (4)

with, assuming Poisson statistics, uncertainties scaling to first order2 as

∆J1/ω(E) =
1

∆Ω∆E

√

N

ϵ

∫

dn

ω(n)
. (5)

1Note that an experiment with a uniform full-sky coverage would obviously not be affected by this effect, given that
∫

dn Janis = 0 by construction.
2This estimation of the uncertainties is obtained neglecting the effect of Janis.

4

Together full sky coverage

TA:

8.1 x 103 km2 sr yr (spectrum)

8.6 x 103 km2 sr yr (anisotropy)

Auger:

6.7 x 104 km2 sr yr (spectrum)

9 x 104 km2 sr yr (anisotropy)

AGASA:  1.6 x 103 km2 sr yr
HiRes I (mono) ~ 5 x 103 km2 sr yr @ 1020 eV



Current state of the art of UHE cosmic ray detection
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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Air showers: electromagnetic and hadronic components
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Very efficient transfer of hadronic 
energy to em. component 

High-energy interactions most important

 14



Importance of hadronic interactions at different energiesSensitivity of Air Showers to Interactions
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Sensitivity of Air Showers to Interactions
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Muons: majority produced  
in ~30 GeV interactions

Shower particles produced in 100 
interactions of highest energyElectrons

Muons

Electrons/photons: 
high-energy interactions

Muons/hadrons: 
low-energy interactionsLow-energy 

interactions

(Ulrich APS 2010)
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Hadron production at very high energy:
Mass composition of cosmic rays
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Composition from longitudinal shower profile

Example: event measured by Auger Collab.
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Challenge of limited phase space coverage – model extrapolations
Relevance of Collider Experiments

central

forward

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.
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Cross section measurements at LHCInelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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LHCf: very forward photon production at 7 TeV

(LHCf Collab., Phys. Lett. B 703, 2011)
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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Examples of tuning interaction models to LHC data
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Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].
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Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1
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panel, are compared to data points from ALICE experiment [7].
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Figure 10: Energy spectrum dN/dE of single photons with 8.81 < η < 8.99 for p-p interactions
at 7 TeV. Simulations with EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-
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• Very forward photon production (LHCf, Feynman-x)

3.3 Predicted air shower properties

Old and new models (two stacked plots):

• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum
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Figure 10: Energy spectrum dN/dE of single photons with 8.81 < η < 8.99 for p-p interactions
at 7 TeV. Simulations with EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-
dotted line) and SIBYLL 2.1 (dotted line) on left panel, and EPOS LHC (solid line) and QGSJETII-
04 (dashed line) on right panel, are compared to data points from LHCf experiment [10].

• Very forward photon production (LHCf, Feynman-x)

3.3 Predicted air shower properties

Old and new models (two stacked plots):

• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum
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Puzzle: Unexpected change of mass composition
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FIG. 5: Xmax distribution of the fits for energy bin E = 10
17.8�17.9

eV. Results using Sibyll 2.1

are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-
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markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the
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proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).
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eV. Results using Sibyll 2.1

are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-
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markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the
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proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).
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Consistency of mean Xmax and shower-by-shower fluctuations 
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Hadron production at very high energy:
Measurement of proton-air cross section

 24



Relation between depth of maximum and p-air cross section 
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Cross section measurement: distribution of deep showers
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Proton-air and proton-proton cross sections
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Figure 3: The σp−air-measurement compared to previous data and model predictions. For references see [2]
and [15].

For the present measurement the data is split in two energy intervals. The data is consistent
with a rising cross section with energy, however, the statistical precision is not yet sufficient to
make a statement on the functional form.
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Hadron production at all energies energy:
Muons as tracer of the hadronic shower core
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Muon production at large lateral distance
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air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘
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(Maris et al. ICRC 2009)

Typically	8-10 
interac9ons

Ep±,dec ⇠ 30GeV
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Measuring muons with highly inclined showers
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

where ⟨Xmax⟩p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
⟨Xmax⟩p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

⟨lnNµ⟩ = ⟨lnNµ⟩p + (1 − β)⟨lnA⟩ (10)

β = 1− ⟨lnNµ⟩Fe − ⟨lnNµ⟩p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d⟨lnRµ⟩p/d lnE and d⟨lnRµ⟩Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[⟨lnRµ⟩] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth ⟨Xmax⟩ into a prediction of the mean loga-
rithmic muon content ⟨lnRµ⟩ at θ = 67◦ for each hadronic
interaction model. The relationship between ⟨Xmax⟩ and
⟨lnRµ⟩ can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of ⟨lnRµ⟩ and d⟨lnRµ⟩/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated ⟨lnA⟩ data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute ⟨lnA⟩ using
Eq. (9) [4] from the latest ⟨Xmax⟩ data [39]. The sys-
tematic uncertainty of the ⟨lnRµ⟩ predictions is de-
rived by propagating the systematic uncertainty of ⟨lnA⟩
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d⟨lnRµ⟩/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
⟨lnA⟩ data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d⟨lnRµ⟩/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the ⟨lnA⟩ data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content ⟨lnRµ⟩ (this
study) as a function of the average shower depth ⟨Xmax⟩ (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content ⟨lnRµ⟩. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d⟨lnRµ⟩/d lnE. The measured value is higher than
the predictions from ⟨lnA⟩ data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and ⟨lnA⟩-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d⟨lnRµ⟩/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Discrepancy: Muon number in inclined showers

Combination of information on mean 
depth of shower maximum and 
muon number at ground

(Auger, PRD91, 2015)
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subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content ⟨Rµ⟩ per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them

Number of muons in showers with θ>60°

Several	measurements:	indica9ons	for	muon	discrepancy
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Ultimative test: simulation of individual events
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

Phenomenological model ansatz

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons 
and muon interaction/decay products

Full detector simulation after re-scaling

E ≈ 1019 eV

G.R. Farrar et al., Muon content of hybrid PAO CRs
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

(Auger, PRL 2016)

None of the models gives
an acceptable description
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Muon measurements: overview
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Comparison of muon measurements: 1. Universal reference scale
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Combining muon measurements
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Step	1:	Convert	all	measurements	to	z-scale		 corrects	simple	biases;	
zp	=	0	and	zFe	=	1	z =

lnNdet
µ � lnNdet

µ,p

lnNdet
µ,Fe � lnNdet

µ,p
<latexit sha1_base64="yyInSJ9o3p3OnCvfGJXsWbb2np4=">AAACdHiclZFNSwMxEIaz61etX1UPHvQQLYIHLbtS0IsgCOJJFKwK3bpk01kNJtklyQo17C/w33nzZ3jxbPohWPXiQODlfWaSyUySc6ZNELx5/sTk1PRMZbY6N7+wuFRbXrnWWaEotGjGM3WbEA2cSWgZZjjc5gqISDjcJI8nfX7zBEqzTF6ZXg4dQe4lSxklxllx7eUZH+EoVYTaiMtoE9vzMo5EcRcJYh6UsF0wJd7DQ3geW8d283IMl3aMfqFTKMt/XRPX6kEjGAT+LcKRqKNRXMS116ib0UKANJQTrdthkJuOJcowyqGsRoWGnNBHcg9tJyURoDt2MLQSbzuni9NMuSMNHrjfKywRWvdE4jL7TeqfrG/+xdqFSQ87lsm8MCDp8KG04NhkuL8B3GUKqOE9JwhVzPWK6QNxGzBuT1U3hPDnl3+L6/1G6PRls37cHI2jgtbRFtpBITpAx+gMXaAWoujdW/Owt+l9+Bt+3d8epvreqGYVjYXf+AQwUL9v</latexit><latexit sha1_base64="yyInSJ9o3p3OnCvfGJXsWbb2np4=">AAACdHiclZFNSwMxEIaz61etX1UPHvQQLYIHLbtS0IsgCOJJFKwK3bpk01kNJtklyQo17C/w33nzZ3jxbPohWPXiQODlfWaSyUySc6ZNELx5/sTk1PRMZbY6N7+wuFRbXrnWWaEotGjGM3WbEA2cSWgZZjjc5gqISDjcJI8nfX7zBEqzTF6ZXg4dQe4lSxklxllx7eUZH+EoVYTaiMtoE9vzMo5EcRcJYh6UsF0wJd7DQ3geW8d283IMl3aMfqFTKMt/XRPX6kEjGAT+LcKRqKNRXMS116ib0UKANJQTrdthkJuOJcowyqGsRoWGnNBHcg9tJyURoDt2MLQSbzuni9NMuSMNHrjfKywRWvdE4jL7TeqfrG/+xdqFSQ87lsm8MCDp8KG04NhkuL8B3GUKqOE9JwhVzPWK6QNxGzBuT1U3hPDnl3+L6/1G6PRls37cHI2jgtbRFtpBITpAx+gMXaAWoujdW/Owt+l9+Bt+3d8epvreqGYVjYXf+AQwUL9v</latexit><latexit sha1_base64="yyInSJ9o3p3OnCvfGJXsWbb2np4=">AAACdHiclZFNSwMxEIaz61etX1UPHvQQLYIHLbtS0IsgCOJJFKwK3bpk01kNJtklyQo17C/w33nzZ3jxbPohWPXiQODlfWaSyUySc6ZNELx5/sTk1PRMZbY6N7+wuFRbXrnWWaEotGjGM3WbEA2cSWgZZjjc5gqISDjcJI8nfX7zBEqzTF6ZXg4dQe4lSxklxllx7eUZH+EoVYTaiMtoE9vzMo5EcRcJYh6UsF0wJd7DQ3geW8d283IMl3aMfqFTKMt/XRPX6kEjGAT+LcKRqKNRXMS116ib0UKANJQTrdthkJuOJcowyqGsRoWGnNBHcg9tJyURoDt2MLQSbzuni9NMuSMNHrjfKywRWvdE4jL7TeqfrG/+xdqFSQ87lsm8MCDp8KG04NhkuL8B3GUKqOE9JwhVzPWK6QNxGzBuT1U3hPDnl3+L6/1G6PRls37cHI2jgtbRFtpBITpAx+gMXaAWoujdW/Owt+l9+Bt+3d8epvreqGYVjYXf+AQwUL9v</latexit><latexit sha1_base64="yyInSJ9o3p3OnCvfGJXsWbb2np4=">AAACdHiclZFNSwMxEIaz61etX1UPHvQQLYIHLbtS0IsgCOJJFKwK3bpk01kNJtklyQo17C/w33nzZ3jxbPohWPXiQODlfWaSyUySc6ZNELx5/sTk1PRMZbY6N7+wuFRbXrnWWaEotGjGM3WbEA2cSWgZZjjc5gqISDjcJI8nfX7zBEqzTF6ZXg4dQe4lSxklxllx7eUZH+EoVYTaiMtoE9vzMo5EcRcJYh6UsF0wJd7DQ3geW8d283IMl3aMfqFTKMt/XRPX6kEjGAT+LcKRqKNRXMS116ib0UKANJQTrdthkJuOJcowyqGsRoWGnNBHcg9tJyURoDt2MLQSbzuni9NMuSMNHrjfKywRWvdE4jL7TeqfrG/+xdqFSQ87lsm8MCDp8KG04NhkuL8B3GUKqOE9JwhVzPWK6QNxGzBuT1U3hPDnl3+L6/1G6PRls37cHI2jgtbRFtpBITpAx+gMXaAWoujdW/Owt+l9+Bt+3d8epvreqGYVjYXf+AQwUL9v</latexit>

Potential	divergence	from	differences	in:	energy	scale	offsets,	shower	age,	lateral	distances,	muon	energy	thresholds	

(Dembinski et al. 
Hadronic interactions 
working group, UHECR 2018)



Comparison of muon measurements: 2. Energy scale correction
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Combining muon measurements

Hans	Dembinski	|	MPIK	Heidelberg,	Germany	 16	

Step	2:	Apply	energy	scale	corrections	(after,	experiments	with	unknown	scale	not	shown)	

Still	present:	possible	dependence	on	shower	age,	lateral	distance,	energy	threshold	
Absolute	energy-scale	

still	uncertain	after	

relative	correction	
Points	may	be	shifted	

coherently	by	about	-/+	0.25	

(Dembinski et al. 
Hadronic interactions 
working group, UHECR 2018)



What is the origin of the muon discrepancies ?
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Air showers: electromagnetic and hadronic components
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p
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Baryon  
sub-shower

Meson 
sub-shower

Decay	of  
leading	par9cle

30% chance to have
π0 as leading particle

Realistic number of generations: 6-7 at 1015 eV, 10-12 at 1019 eV (Pierog, Riehn)
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Leading vector mesons

Pion - Proton Pion - CarbonCrossing not described

Rho production in π-p interactions (Sibyll 2.1 ➞	Sibyll	2.3)

 38(Riehn et al., ICRC 2015)

xF = pk/pmax

Elab = 250GeV

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 7

How to improve ?
Sibyll 2.1:

Sibyll 2.3:

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 7

How to improve ?
Sibyll 2.1:

Sibyll 2.3:

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 8

Leading vector mesons



NA61 results and extrapolation to high energy
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Summary

• analysis of ⇡�
-C data taken by NA61/SHINE

I measurements of the ⇡±
, K

±
, p and p̄ spectra

I measurements of the ⇢0, ! and K
⇤0

spectra⌥⌃ ⌅⇧unique measurements provided for future model tunning
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• phase space extrapolation based on
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Air showers: electromagnetic and hadronic components
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Low-energy 
enhancement 
due to baryon 
pair production

Charm particles 
(only Sibyll 2.3, 
 and Sibyll 2.3c)

Rho-0 production

Discrimination by IceCube (surface array and in-ice muon data)?

Muon	energy	spectrum	in	EAS	relaIve	to	that	of	Sibyll	2.1



IceCube: discrimination of enhancement scenarios?
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Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18

Correlation of low energy 
muons (surface) and in-ice 
muon bundles
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Outlook: Upgrade of Auger Observatory
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15% duty cycle

100% duty cycle

(AugerPrime design report 1604.03637)
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Outlook: pion-proton/nucleus interactions at high energy

Physics discussed in detail for HERA (H1 and ZEUS) 
(see, for example, Khoze et al. Eur. Phys. J. C48 (2006), 797 
Kopeliovich & Potashnikova et al.)
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Fig. 1. a The pion-exchange amplitude and b the correspond-
ing dominant triple-Regge contribution to the cross section of
the inclusive production of leading neutrons at HERA, γp→
Xn

have

dσ(γp→Xn)

dxL dt
= S2

G2
π+pn

16π2

(−t)
(t−m2

π)2
F2(t)

×(1−xL)1−2απ(t)σtot
γπ (M2) , (1)

where the coefficient of σtot
γπ is called the pion flux. The pion

trajectory, απ(t) = α′π(t−m2
π), is taken to have slope α′π≃

1 GeV−2, and the π+pn coupling constant is G2
π+pn

/8π =
13.75 [3, 4]. The invariant mass M of the produced sys-
tem X is given by M2≃s(1−xL). F (t) is the form factor
resulting from the pion–nucleon and ππP vertices with off-
mass-shell pions; see Fig. 1b. The survival factor S2, which
takes into account absorptive corrections, depends on xL

and pt of the leading neutron. The calculation of S2is out-
lined in the appendix.

The cross section of the γπ interaction, σtot
γπ , and the

pion structure function, Fπ2, are the quantities measured
in photoproduction and deep-inelastic scattering respec-
tively, where

σtot
γ∗π =

4π2α

Q2
Fπ2 . (2)

We use the additive quark model to obtain theoretical esti-
mates, assuming for photoproduction

σtot
γπ =

2

3
σtot
γp , (3)

and for deep-inelastic scattering1

Fπ2(x,Q2) =
2

3
F p

2

(
2

3
x,Q2

)
. (4)

We rescale the Bjorken variable x in order to have the same
energy for the γ∗-valence q interaction. Another possibil-

1 Unfortunately, the present parametrizations of the parton
distributions of the pion are unreliable in the low x region of
interest. Therefore we take (4).

Fig. 2. The predictions for the xL spectra of photoproduced
leading neutrons compared with preliminary ZEUS data [5];
only the systematic errors on the data points are indicated,
as these dominate the statistical errors. The dotted , dashed
and lower continuous curves are respectively the results assum-
ing first only reggeized π exchange, then including absorptive
effects, and finally allowing for migration; the calculation is de-
scribed in [1], updated here to allow for the different experimen-
tal cuts. The upper continuous curve corresponds to including
ρ- and a2-exchange contributions, as well as π-exchange, as de-
scribed in Sect. 4

ity which we will discuss is to simultaneously rescale Q by
the ratio of the pion and proton radii. It was shown in [1]
that if we take a reasonable value of the neutron absorption
cross section2 then this approach satisfactorily describes
the ZEUS data for the photoproduction of leading neu-
trons at large xL. The description, updated for the new
experimental cuts used in [5], is shown in Fig. 2. From the
figure we see that the absorptive corrections reduce the
cross section, given simply by reggeized pion exchange, by
a factor S2, averaged over p2

t , of about 0.5 independent
of xL .

From the theoretical point of view, it would be best to
observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2> 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.
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The cross section of the γπ interaction, σtot
γπ , and the

pion structure function, Fπ2, are the quantities measured
in photoproduction and deep-inelastic scattering respec-
tively, where

σtot
γ∗π =

4π2α

Q2
Fπ2 . (2)

We use the additive quark model to obtain theoretical esti-
mates, assuming for photoproduction

σtot
γπ =

2

3
σtot
γp , (3)

and for deep-inelastic scattering1

Fπ2(x,Q2) =
2

3
F p

2

(
2

3
x,Q2

)
. (4)

We rescale the Bjorken variable x in order to have the same
energy for the γ∗-valence q interaction. Another possibil-

1 Unfortunately, the present parametrizations of the parton
distributions of the pion are unreliable in the low x region of
interest. Therefore we take (4).

Fig. 2. The predictions for the xL spectra of photoproduced
leading neutrons compared with preliminary ZEUS data [5];
only the systematic errors on the data points are indicated,
as these dominate the statistical errors. The dotted , dashed
and lower continuous curves are respectively the results assum-
ing first only reggeized π exchange, then including absorptive
effects, and finally allowing for migration; the calculation is de-
scribed in [1], updated here to allow for the different experimen-
tal cuts. The upper continuous curve corresponds to including
ρ- and a2-exchange contributions, as well as π-exchange, as de-
scribed in Sect. 4

ity which we will discuss is to simultaneously rescale Q by
the ratio of the pion and proton radii. It was shown in [1]
that if we take a reasonable value of the neutron absorption
cross section2 then this approach satisfactorily describes
the ZEUS data for the photoproduction of leading neu-
trons at large xL. The description, updated for the new
experimental cuts used in [5], is shown in Fig. 2. From the
figure we see that the absorptive corrections reduce the
cross section, given simply by reggeized pion exchange, by
a factor S2, averaged over p2

t , of about 0.5 independent
of xL .

From the theoretical point of view, it would be best to
observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2> 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.

Pion fragmentation  
region in ATLAS

Leading neutron in RHICf, LHCf

Measurement of pion exchange at RHIC, LHC and EIC

Bent-crystal deflection

Fixed target experiment at LHC
can be operated fully parasitically
to collider experiments.

A bent crystal, using the
channeling e↵ect, deflects a tiny
amount of protons from LHC

ralf.ulrich@kit.edu 13

Fixed-target experiment at LHC?

Deflection of protons 
of beam halo by crystal
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The Tomography of the Nucleon - Spa-
tial Imaging of Gluons and Sea Quarks
By choosing particular final states in elec-
tron+proton scattering, the EIC will probe
the transverse spatial distribution of sea
quarks and gluons in the fast-moving pro-
ton as a function of the parton’s longitudinal
momentum fraction, x. This spatial distri-
bution yields a picture of the proton that is
complementary to the one obtained from the
transverse-momentum distribution of quarks
and gluons, revealing aspects of proton struc-
ture that are intimately connected with the
dynamics of QCD at large distances. With
its broad range of collision energies, its high
luminosity and nearly hermetic detectors,
the EIC could image the proton with un-
precedented detail and precision from small
to large transverse distances. The accessible
parton momentum fractions x extend from
a region dominated by sea quarks and glu-
ons to one where valence quarks become im-

portant, allowing a connection to the precise
images expected from the 12 GeV upgrade
at JLab and COMPASS at CERN. This is
illustrated in Fig. 1.4, which shows the pre-
cision expected for the spatial distribution of
gluons as measured in the exclusive process:
electron + proton → electron + proton +
J/Ψ.

The tomographic images obtained from
cross-sections and polarization asymmetries
for exclusive processes are encoded in gen-
eralized parton distributions (GPDs) that
unify the concepts of parton densities and
of elastic form factors. They contain de-
tailed information about spin-orbit correla-
tions and the angular momentum carried by
partons, including their spin and their orbital
motion. The combined kinematic coverage
of the EIC and of the upgraded CEBAF as
well as COMPASS is essential for extracting
quark and gluon angular momentum contri-
butions to the proton’s spin.
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Figure 1.4: The projected precision of the transverse spatial distribution of gluons as obtained
from the cross-section of exclusive J/Ψ production. It includes statistical and systematic uncer-
tainties due to extrapolation into the unmeasured region of momentum transfer to the scattered
proton. The distance of the gluon from the center of the proton is bT in femtometers, and the
kinematic quantity xV = xB (1 +M2

J/Ψ/Q
2) determines the gluon’s momentum fraction. The

collision energies assumed for Stage-I and Stage-II are Ee = 5, 20 GeV and Ep = 100, 250 GeV,
respectively.
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The Tomography of the Nucleon - Spa- 
tial Imaging of Gluons and Sea Quarks

Impact parameter distribution of partons

(EIC white paper 2012)
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nucleon

nucleus

Saturation scale depends
on impact parameter

Parton density saturation vs. collective effects 
(string fusion, plasma), what is more important?

Different treatments of effects of 
high parton densities in models

1.2.2 The Nucleus, a QCD Laboratory

The nucleus is a QCD “molecule”, with a complex structure corresponding to bound states
of nucleons. Understanding the formation of nuclei in QCD is an ultimate long-term goal of
nuclear physics. With its wide kinematic reach, as shown in Fig. 1.5 (Left), the capability
to probe a variety of nuclei in both inclusive and semi-inclusive DIS measurements, the
EIC will be the first experimental facility capable of exploring the internal 3-dimensional
sea quark and gluon structure of a fast-moving nucleus. Furthermore, the nucleus itself is
an unprecedented QCD laboratory for discovering the collective behavior of gluonic matter
at an unprecedented occupation number of gluons, and for studying the propagation of
fast-moving color charges in a nuclear medium.
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Measurements with A ≥ 56 (Fe):

 eA/μA DIS (E-139, E-665, EMC, NMC)

 νA DIS (CCFR, CDHSW, CHORUS, NuTeV)

 DY (E772, E866)
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BK
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Figure 1.5: Left: The range in the square of the transferred momentum by the electron to the
nucleus, Q2, versus the parton momentum fraction x accessible to the EIC in e-A collisions at
two different center-of-mass energies, compared with the existing data. Right: The schematic
probe resolution vs. energy landscape, indicating regions of non-perturbative and perturbative
QCD, including in the latter, low to high saturated parton density, and the transition region
between them.

QCD at Extreme Parton Densities
In QCD, the large soft-gluon density enables
the non-linear process of gluon-gluon recom-
bination to limit the density growth. Such a
QCD self-regulation mechanism necessarily
generates a dynamic scale from the interac-
tion of high density massless gluons, known
as the saturation scale, Qs, at which gluon
splitting and recombination reach a balance.
At this scale, the density of gluons is ex-
pected to saturate, producing new and uni-
versal properties of hadronic matter. The
saturation scale Qs separates the condensed
and saturated soft gluonic matter from the
dilute, but confined, quarks and gluons in a
hadron, as shown in Fig. 1.5 (Right).

The existence of such a state of satu-
rated, soft gluon matter, often referred to as
the Color Glass Condensate (CGC), is a di-
rect consequence of gluon self-interactions in
QCD. It has been conjectured that the CGC
of QCD has universal properties common to
nucleons and all nuclei, which could be sys-
tematically computed if the dynamic satu-
ration scale Qs is sufficiently large. How-
ever, such a semi-hard Qs is difficult to
reach unambiguously in electron-proton scat-
tering without a multi-TeV proton beam.
Heavy ion beams at the EIC could provide
precocious access to the saturation regime
and the properties of the CGC because the
virtual photon in forward lepton scattering

7

1.2.2 The Nucleus, a QCD Laboratory

QCD at Extreme Parton Densities

(EIC white paper 2012)
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+ DATA : Comp. 900GeV/7TeV 

Preliminary 

Data 2010 at √s=900GeV 
(Normalized by the number  
 of entries in XF > 0.1) 
Data 2010 at √s=7TeV (�>10.94) 

900GeV vs. 7TeV 
with the same PT region 

"  Normalized by the number of entries in XF > 0.1 
"  No systematic error is considered in both collision energies. 

XF spectra : 900GeV data vs. 7TeV data Coverage of 900GeV and 7TeV  
results in Feynman-X  and PT  

Good agreement of XF spectrum shape between 900 GeV and 7 TeV. 
#weak dependence of <pT> on ECMS 
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Data 2010 at √s=900GeV 
(Normalized by the number  
 of entries in XF > 0.1) 
Data 2010 at √s=7TeV (�>10.94) 

900GeV vs. 7TeV 
with the same PT region 

"  Normalized by the number of entries in XF > 0.1 
"  No systematic error is considered in both collision energies. 

XF spectra : 900GeV data vs. 7TeV data Coverage of 900GeV and 7TeV  
results in Feynman-X  and PT  

Good agreement of XF spectrum shape between 900 GeV and 7 TeV. 
#weak dependence of <pT> on ECMS 

(Oscar Adriani, LHCf Collab., QCD at Cosmic Energies 2012)
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RHICf	510GeVpp	planed

(LHCf, ICRC 2015)

Feynman or rapidity scaling 
of forward particles ?
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Discrepancy in muon production depth
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 tg: geometrical delay

(Astropart. Phys., 21:71–86, 2004, astro-ph/0311223)• Muon time distribution model
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the total delay

 tε : kinematical delay

pion decay length

Manuela Mallamaci for the Pierre Auger Collaboration, ICRC2017

Due to subliminal muon 
velocities. Parametrized by 
using post-LHC hadronic 

interaction models.

• Smoothing algorithm + cut on the trace to have only muonic signal

MPD reconstruction

E>15 EeV 
θ=45°-65 
r>1200 m

Mean values Shower-by-shower fluctuations

Model predictions of EPOS-LHC outside of expected range of composition



Updated predictions for the muon number in air showers
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NA61 experiment at CERN SPS
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Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 4: p+p� mass distribution in p�+C interactions at 158 GeV/c in the range 0.4 < xF < 0.5. Dots
with error bars denote the data and the fitted resonance templates are shown as filled histograms. The vertical
lines indicate the range of the fit.

the background is the so called charge mixing, which uses the (p+p++p�p�) mass spectra as an
estimate of the background.

The fitting procedure uses templates of the p+p� mass distribution for each resonance. These
templates are constructed by passing simulated p+C interactions, generated with the EPOS1.99 [20]
hadronic interaction model using CRMC [21], through the full NA61 detector Monte Carlo chain.
All the cuts that are applied to the data are also applied to the templates. This method of using
templates allows for the fitting of both resonances with dominant three body decays, such as the w ,
and resonances with non p+p� decays, such as the K⇤0. The data is split into bins of Feynman-x,
xF .

The fit to the p+p� mass spectrum is performed between masses of 0.4 GeV/c and 1.5 GeV/c
using the following expression:

F(m) = Â
i

bi Ti(m)

where bi is the relative contribution for each template, Ti, used. An example of one of these fits can
be seen in Fig. 4, The templates in the fit are the background found from charge mixing and the
following resonances: r0, K⇤0, w , f2, f0 (980), a2, h and K0

S
.

The fitting method is validated by applying the same procedure to the simulated data set which
was used to construct the templates for the fit. For the majority of xF bins there is good agreement
between the fit and the true value, with some discrepancies for larger xF bins of up to 20%. This
bias is corrected for in the final analysis. The data is also corrected for losses due to the acceptance
of the detector, as well as any bias due to the cuts used and any reconstruction efficiencies. Apart
from the acceptance, these corrections are typically less than 20%.

The average multiplicity of r0 mesons is presented in Fig. 5. Also shown are predictions by
EPOS1.99 [20], DPMJET3.06 [22], SIBYLL2.1 [23], QGSJETII-04 [24] and EPOSLHC [25]. It

6

4

Figure 5: An example of reconstructed event from the 2007 run. The red lines correspond to the fitted tracks, the yellow
(grey) points to the used (unused) TPC clusters.
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Figure 6: Invariant mass distribution of reconstructed K0
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candidates. Mean value of the peak is indicated. MC dis-
tribution (dashed histogram) is normalized to the data right
tail.

(iii) matching of track segments from di�erent TPCs
into global tracks,

(iv) track fitting through the magnetic field and deter-
mination of track parameters at the first measured
TPC cluster,
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Figure 7: Track reconstruction e�ciency for negatively
charged particles as a function of momentum in the polar
angle interval [100,140] mrad.

(v) determination of the interaction vertex as the in-
tersection point of the incoming beam particle with
the middle target plane,

(vi) refitting the particle trajectory using the interaction
vertex as an additional point and determining the
particle momentum at the interaction vertex and

Invariant mass of two charged tracks

p�C ! r0 ! p+ p�
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Part I: ⇡±
, K

±
and p (p̄) spectra - pT integrated
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antiproton production
Part II: ⇢0, K⇤0

and ! spectra
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rho-0 production

(Prado ICRC 2017, EPJ 2016)



Muon production depth in showers
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Distribution of muon production depth (MPD)
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Early muons

Late muons

6

the point defined by (r, z). r and z are measured in
the shower reference frame and represent the distance
and the azimuthal position of the point at the ground,
respectively. D is the distance from the ground impact
point to the shower plane. Referencing the muon time
of flight to the arrival time of the shower-front plane
for each position (r, z), we obtain what we define as the
geometric delay, tg. It represents the delay of muons due
to the deviation of their trajectories with respect to the
direction of the shower axis. Given tg it is possible to
derive the production distance z of muons for each po-
sition (r, z) at the ground.

The geometric delay is not the only source contribut-
ing to the measured muon delay t. The average energy
of muons at production (vµ < c) and their energy loss,
mainly because of inelastic collisions with atomic elec-
trons in the air, cause a kinematic delay t#, with respect to
a particle traveling at the speed of light. To compute it,
we need an estimation of the energy carried by each sin-
gle muon. The Auger SD array does not allow for such
a measurement: therefore we must use for this correc-
tion a mean kinematic time value ht#i as an approxi-
mation [24]. An additional source of delay is given by
the deflection of muons due to their elastic scattering
off nuclei. Furthermore, the geomagnetic field affects
the trajectory of the muons, delaying their arrival times
even more. The longer the path of the muon, the larger
is the effect hence it is especially important for very in-
clined events.

To demonstrate the importance of the different con-
tributions to the total delay, Figure 2 presents, for events
at 60� zenith angle, the average value of each delay as
a function of the distance to the shower core. All con-
tributing effects show a clear dependence with r. This
behavior is similar for events with different zenith an-
gles. The geometric delay dominates at large distances.
The contribution of the kinematic effect is larger near
the core. In principle, one may think that the kinematic
delay decreases closer to the core because muons are
more energetic on average. However, in this region the
spread in energy is larger [25] and the mean time de-
lay is dominated by low energy muons. For events at
⇠60�, at distances r > 1000 m, the kinematic delay typ-
ically amounts to less than 30% of the total delay, while
the rest of the contributions are of the order of a few
percent (see Figure 2).

Since muons are not produced in the shower axis,
we must apply a correction due to the path traveled by
the parent mesons. Assuming that muons are collinear
with the trajectory followed by the parent pion, the
muon paths start deeper in the atmosphere by an
amount which is simply the decay length of the pion:
zp = ctpEp/(mpc2)cosa. The pion energy dependence
of this correction has been taken from [24]. The dis-
tance zp introduces an average time delay of ⇠3 ns [25]
(this correction amounts to ⇠1% of the total delay, see
Figure 2).

All in all, the muon production point along the
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Figure 2: Average time delay of muons with a breakdown of
the different contributions. Those muons are produced in a
proton-initiated shower with a zenith angle of 60� and pri-
mary energy of E = 10 EeV [25].

shower axis z can be inferred by the expression

z ' 1
2

✓
r2

c(t � ht#i)
� c(t � ht#i)

◆
+ D � hzpi, (1)

where the geometric delay tg has been approximated by
tg ' t � ht#i.

For each point at the ground, equation (1) gives a
mapping between the production distance z and the ar-
rival time t of muons. The production distance can be
easily related to the production depth Xµ (total amount
of traversed matter) using

Xµ =
Z •

z
r(z0) dz0, (2)

where r stands for the atmospheric density. The set
of production depths forms the MPD distribution that
describes the longitudinal development of the muons
generated in an air shower that reach the ground.

IV. FEATURES OF THE MUON PROFILES

The MPD is reconstructed from the FADC signals ob-
tained with the water-Cherenkov detectors. The finite
area of the detectors induces fluctuations due to dif-
ferent muon samples being collected. In addition, the
shape of the MPD distribution observed from different
positions at the ground varies because of differences in
the probability of in-flight decay and because muons
are not produced isotropically from the shower axis. It
is an integration over r which enables estimation of the
dNµ/dX distribution or MPD distribution (where Nµ
refers to the number of produced muons). However, for
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µ

max for
showers generated with AIRES and QGSJETII [11].

reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµ

max.

2.3 Selection cuts

To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:

• Trigger cut: All events must fulfill the T5 trigger
condition [5].

• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµ

max observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦

and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.

• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.

• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2

GH /ndf <
2χ2

line/ndf.

• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µ

max. So only
events with R < 29000 m are included in our analy-
sis.

The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµ

max reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µ

max from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.

3 Application to real data

Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events
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Change of model predictions thanks to LHC data
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Hadron production at ultra-high energies:
Change of composition vs. change of hadronic interaction
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Result 2: Unexpected change of mass composition
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FIG. 5: Xmax distribution of the fits for energy bin E = 10
17.8�17.9

eV. Results using Sibyll 2.1

are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-
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FIG. 6: Xmax distribution of the fits for energy bin E = 10
19.0�19.1

eV. See caption to Fig. 5.

markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the
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proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).
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markable agreement in their predictions of the protons and iron nuclei contributions despite

large di�erences in the remaining composition. This can be seen in the right column of

Fig. 5. All three models give acceptable fit qualities with consistent fractions of protons,

but with distinctly di�erent predictions for the remaining composition; results of EPOS-LHC

simulations favor a mixture dominated by nitrogen nuclei, while QGSJET II-4 simulation

favor helium nuclei, whereas Sibyll 2.1 modeling leads to a mixture of the two.

A substantial change in the proton fractions is observed across the entire energy range,

which rises to over 60% around the ankle region (⇠ 1018.2 eV) and subsequently dropping

to near-zero just above 1019 eV with a possible resurgence at higher energies. If the ankle

feature is interpreted as a transition from Galactic to extragalactic cosmic rays [14], the

18
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FIG. 7: Xmax distribution of the fits for energy bin E > 10
19.5

eV. See caption to Fig. 5.

proton fraction in this energy range is surprisingly large as the upper limits on the large-scale

anisotropy [15] suggests that protons with energies below 1018.5 eV are most likely produced

by extragalactic sources. In order to accommodate a proton-dominated scenario for energies

above 1018 eV [16], the hadronic interaction models would need to be modified considerably.

The transition to heavier cosmic rays with increasing energy is reminiscent of a Peters

cycle [17], where the maximum acceleration energy of a species is proportional to its charge

Z. However further analysis that takes into account the energy spectrum and propagation

of UHECRs through the universe would be required to confirm this. Composition-sensitive

data above 1019.5 eV will be needed to allow a reliable interpretation of the observed changes

of composition in terms of astrophysical models (see e.g. Refs. [18, 19]).
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Chance of composition vs. change of hadronic interaction
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Comparison of order of magnitude
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Toy model: fit of interaction properties
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Xmax Distributions
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I reasonable description of Xmax data

I also describes SD? ! see Alexey’s talk!

6

Method

I QGSJETII-04, E > 1018.3 eV
I change cross section and multiplicity linearily in lg E

f (E , f19) = 1 + (f19 � 1)

⇢
0 lg E < 18.3

(lg(E)� 18.3)/0.7 lg E > 18.3

using Ralf’s special version of CONEX

I scan multiplicity and cross section factor in grid (several

CONEX productions needed)

I calculate global likelihood for all energy bins

two-parameter fit of all Xmax data with E > 1018.3 eV

2

Grid Scan

fmult = 0.82 ± 0.01, fcross = 2.06 ± 0.02

3

QGSJet II.04

(Unger, unpublished 2015)
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Black disk limit reached at LHC energies for p-p scattering
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Cross section can

only grow at periphery

LHC: p-p scattering

“black disk” at small 
impact parameters

Example: total p-p cross section 160 mb, then p-air  560 mb 
                                                         320 mb                    630 mb  (unitarity?)

Rapid increase of transverse size of protons required, otherwise factor of 2 not possible


