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Overview
• The Wide Field Infrared Survey Telescope (WFIRST) requires excellent control of 

detector systematics 

- Microlensing bulge survey plans relative photometric residuals < 0.1% 

- High Galactic Latitude Weak Lensing Survey requires knowledge of PSF size 
and ellipticity to < 0.1% 

• As a first step, in 2017 we began a study of prototype WFIRST H4RG-10 
detectors with the goal of calibrating individual pixels to < 0.01% (no, we are not 
there yet!) 

• Linearity correction quickly emerged as a challenge and motivated principal 
component analysis (PCA) 

• PCA immediately led to new insights regarding information content of up-the-
ramp sampled IR array data 

• These charts are just the beginning of a study of linearity (and precision IR array 
calibration more generally), not the end of one…
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The problem…
• For space, up-the-ramp sampling provides many benefits
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• When characterizing linearity, up-the-ramp samples are generally fitted with a polynomial using a 
monomial expansion,  
 

• Basis vectors are, B ∈ {z0,z1,z2,… zdeg}. Fit degree (deg) is typically, deg ~ 3 

• Resulting ai coefficients used to “linearize” data before fitting straight lines (2 free parameters) to 
make bias and slope images 

• In the WFIRST data, there was no clear way to tell the right value of deg for characterizing 
linearity… Fits became computationally unstable for deg = 6 or so… 

• Although computational instability could have been fixed with higher precision arithmetic, the 
data were not providing sufficient insight into the correct value of deg…

the fitted slope.1 The planned pipeline calibration sequence for JWST is typical. It includes: (1)
bias correction, (2) reference pixel correction, (3) linearization, (4) dark subtraction, (5) cosmic
ray detection, and (6) slope fitting. Linearization is based on fitting a low degree polynomial to the
up-the-ramp samples in calibration flats. As described by Vacca, Cushing, and Raynor (2004)10

and Hilbert (2014),11 the resulting polynomial fit coefficients are used to linearize astronomical
exposures before fitting a straight line to each pixel to infer the flux. Typically, linearization as-
sumes that the charge integration rate at the beginning of the exposure is the “true” one, and uses
the calibration polynomial fit coefficients to make multiplicative corrections to later samples for
which non-linearity is significant.

Fitting a “deg” degree polynomial to n up-the-ramp samples projects the data from the Carte-
sian n-space in which they were acquired into a monomial space of deg+1 dimensions, (the mono-
mial basis vectors are {z0, z1, z2, . . . , zdeg}, where z is the frame index). The coordinates in mono-
mial space, the polynomial fit coefficients, provide a representation of a pixel’s response that is
optimal in a least squares sense to the specified fit degree. However, the monomials are not an
orthogonal basis, and they do not offer insight into how high the fit degree needs to be. Moreover,
as we show in §2.5, there often exist significant linear correlations between the monomial fit co-
efficients. For these reasons and others, we decided to use principal component analysis (PCA)
to see if there might exist a better basis for modeling up-the-ramp sampled IR array data than the
monomials.

The input data were provided by the NASA Goddard Space Flight Center Detector Charac-
terization Laboratory (DCL) as part of the WFIRST project. WFIRST’s Wide Field Instrument
(WFI) uses 18 Teledyne H4RG-10 near-IR detector arrays. The 4K⇥4K pixel H4RG-1012 is the
most recent member of Teledyne’s HxRG family of HgCdTe near-infrared detector arrays. The
underlying HxRG architecture is an outgrowth of the 2K⇥2K pixel H2RG13 that was introduced in
about 2003 for JWST . The “H” in HxRG stands for Hawaii, x 2 {1, 2, 4} refers to the number of
kilopixels in the vertical and horizontal directions, “R” stands for reference pixels, and “G” stands
for guide mode. Compared to the earlier 1K⇥1K pixel H1R detector that was used by WFC3, the
H2RG and H4RG include a built-in guide mode. Two versions of the H4RG are available. The
H4RG-10 has 10 µm pixels and is used by WFIRST because mass and volume are at a premium.
The physically larger H4RG-1514 offers 15 µm pixels. It may be better matched to the optics of
large, ground based telescopes.

At first, we studied laboratory flatfield data from two different WFIRST H4RG-10s controlled
by 3rd generation “Leach” controllers from Astronomical Research Cameras, Inc., and both gave
identical results. The PCA immediately suggested a dramatically better basis than the monomials:
the Legendre polynomials. If z is an index that runs over frame number and s(z) is integrated
signal, then today’s monomial approach fits,

s(z) =
degX

i=0

aiz
i, (1)

where the ai terms are the fit coefficients. Typically deg = 3 is used for linearization while deg = 1

1For a description of up-the-ramp sampling, please see Appendix A.2. The WFC3 IR calibration pipeline is
described in §3.3 of The WFC3 Data Handbook.9 A similar pipeline to is in development for JWST and planned for
WFIRST
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Frame index, z = 0
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How are data acquired in an IR array?

5

• There are a few different readout modes that you will hear about, but some things are common to most

- Multiple non-destructive reads used to “average down” noise

- Most are variations on the theme of “up-the-ramp”

• Input to calibration pipeline is typically a 3-dimensional FITS datacube. For the WFIRST’s H4RG-10, dimensionality is 
[4096,4096,n], where n is the number of up-the-ramp non-destructive reads

• Calibration pipeline typically: (1) subtracts a reference pixel correction from each frame, (2) applies a linearity correction, (3) fits 
up-the-ramp slopes with an algorithm that is smart enough to handle cosmic ray hits. We (our group at Goddard) now believe 
this approach is not the best

• Output from the pipeline is typically a 2-dimensional “slope image” with pixel values proportional to incident flux and a noise 
floor set by systematic uncertainties (more on this later)
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Some examples
• In low degree fits, one can see systematic residuals even by eye 

• But, as higher degree is used, the fits become unstable (can be fixed with higher precision 
arithmetic) 

• But, onset of computational instability is not a well motivated way to choose deg…
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Initial Reason for Questioning the Standard Approach: Monomials are Computationally Unstable

• Standard approach is to “linearize” up-the-ramp samples using a 3rd degree polynomial fit: y = a0 x0 + a1 x1 + a2 x2 + a3 x3 

• “True” slope is assumed to be the one at the start of the ramp, correction factors are computed from calibration data for later samples 
• Fits were not completely satisfactory, but when we tried working at higher degree, fits became computationally unstable. Charts show 

fits using 64 bit floating point arithmetic 
• No good way to know how many terms are enough. Onset of computational instability is an undesirable criterion

4
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Principal Component Analysis (PCA)
• Input data were a 65 frame up-the-ramp sampled WFIRST 

flatfield exposure to the onset of soft saturation (~105 e-; 
PCA has since been done for many other data sets and 
different instruments) 

• 98% of the pixels passed a quality check. The data from 
each pixel were represented by a column vector, d 

• We put the n resulting column vectors into a 65×n matrix D 

• We computed the covariance matrix,  
 
 
 
where <D> is averaged over columns and broadcast to the 
shape of D 

• The eigenvectors of Ω provide an orthogonal basis for 
representing the data 

• The eigenvalues provide a quantitative measure of the 
information content by component 

• We have since repeated the PCA on a variety of systems 
and data sets (including flats, darks, and astronomical 
observations) and gotten very consistent results
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Eigenvectors
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(6⇥ 104 e�). The procedure was as described in §2. By inspection, the eigenvectors are similar to
the Legendre polynomials (Figure 2b). We have repeated this analysis for flats taken with WFIRST
H4RG-10s and gotten similar results.

NASA Goddard Bernard.J.Rauscher@nasa.gov

JWST NIRSpec PCA
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a) Abell 370 Eigenvectors computed from WFC3 data b) Legendre polynomials

a) Eigenvectors of a Flat b) q-Vectors
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Fig 10 a) The eigenvectors, v, of a JWST NIRSpec channel 491 flatfield exposure to nearly full well are very similar
to the Legendre polynomials. As described in the text, the b) q-Vectors can be used to reveal the Legendre-like
appearance even more clearly if desired.

In densely sampled laboratory flats, more so than in WFC3 astronomical scenes, v0 and v1

sometimes carry pixel linearity information. This manifests as the slight non-linearity that can
be seen in these components in Figure 10a. In real HxRG detectors, there is always significant
kTC noise that originates when pixels are reset.17, 20 In up-the-ramp sampled data, this appears as a
constant offset affecting all samples and corresponds to the Legendre polynomial P0. If we require
that one basis vector be P0, then the full Legendre-like basis emerges more clearly in these cases.
We do this by deleting the highest order eigenvector, inserted P0 into the remaining eigenvectors,
and re-orthogonalizing the result using a QR decomposition (one could also accomplish the same
result using singular value decomposition). Figure 10b shows the resulting “q-vectors”, which are
remarkably close to the Legendre polynomials.

Interestingly, the eigenspectrum falls off less rapidly for flats than it does for the astronomical
scenes that we have considered so far. Figure 11 shows the eigenspectrum for the JWST NIRSpec
flatfield data used to make Figure 10. The curve never completely flattens out, indicating that
every component carries meaningful information in this case. As we learn more, this may have
important implications. For example, it may turn out that for some observations essentially all of
the information is constrained to only a few components, whereas for others more components are
required.
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Abell 370 Eigenvectors

• CAPTION: Eigenvectors computed from one Abell 
370 exposure, F160W. Includes about 98.5% of the 
pixels.

a) Abell 370 Eigenvectors computed from WFC3 data
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b) Legendre polynomials
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Fig 2 Panel a) shows the first five eigenvectors computed from the WFC3 Abell 370 data. They are very similar to the
b) Legendre polynomials.
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Abell 370 Eigenspectrum

• Meaningful information is detected in first 6 terms 
or so

noise
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Fig 3 This plot of eigenvalue vs PCA component (� index) shows that essentially all of the meaningful information
is contained in �0 � �5. The symbol for �0 is different because it is dominated by the instrument signature (detector
bias pattern and hot pixels etc.). Excluding >3.5� statistical outliers, the noise is essentially Gauss-normal for �6 and
higher (see Appendix B). For reference, WFC3’s conversion gain is about, gc ⇠ 2.25 e� DN�1. According to the
WFC3 Instrument Handbook, the read noise is between 20.2� 21.4 e� per correlated double sample.7 The read noise
per sample is therefore about 15 e�, which corresponds to the variance of the blue noise line that is overlaid on the
plot.

with this plot, a variety of statistical tests (see Appendix B) show that the noise is essentially
Gauss-normal for �6 and higher once >3.5� outliers are excluded. Later, in §3, we will discuss
images (Figure 5) of information content by PCA component. For these observations, all evidence
is consistent with essentially all the scientific information being contained in �0 � �5.

2.4 Why Legendre Polynomials?

It is reasonable to ask, is there a physical explanation for why the Legendre polynomials emerge so
clearly? If one views the problem of fitting the up-the-ramp samples as both a physics problem and
as a linear algebra problem, then one can plausibly argue that the first three Legendre polynomials
at least ought to be a good basis for modeling a pixel’s response to light.
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What does this tell us?
• The eigenvectors v2 and higher don’t  

look like monomials. Fitting a polynomial  
(monomial basis) of order > 1 not ideal 

• If one happens to know the eigenvectors  
for the data set, then one should probably  
be using them as basis vectors instead of  
the monomials1 
- Eigenvalues directly quantify 

information content by fit degree 
- Eigenspace provides a linearly uncorrelated representation of the 

information 
• If one doesn’t know the eigenvectors, then the Legendre polynomials may be 

a good approximation 
- Coordinates in Legendre space (fit coefficients) approximately quantify 

information content by fit degree  
- Legendre space provides a much less correlated representation of the 

information than monomials

 8

1May be possible  in some cases. E.g. might be possible for transiting exoplanets.
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Information Content by Component

• PCA0 has a different symbol because it is dominated by the 
detector’s bias pattern 

• If one equates variance with information content, then there was 
always significant information contained in PCA2 and higher for 
these data 

- Some is just noise 

- But, some is scientifically meaningful and left behind by 
current practice 

• This information is not fully utilized in today 

- Standard practice sequentially “calibrates out” this 
information (using cal files) before fitting a straight line 

- Linearization followed by line fitting not mathematically 
equivalent to inferring brightness from all information 
simultaneously 9NASA Goddard

WFIRST Flats
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JWST NIRSpec PCA
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Fig 11 NIRSpec eigenspectrum

Laddawan Miko, and Augustyn Waczynski (and others) made these outstanding data possible. We
confirmed the WFIRST findings using DCL data from the JWST NIRSpec Detector Subsystem
ground calibration campaign. In addition to those already mentioned, JWST Scientist Matt Green-
house, DCL engineer Brent Mott, software engineer Donna Wilson, and SIDECAR ASIC designer
Markus Loose contributed to making the NIRSpec test campaign the success that it was. When
it was time to move on to real astronomical data, the STScI archive was a pleasure to use. The
Abell 370 data were obtained from the Mikulski Archive for Space Telescopes (MAST). STScI is
operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract
NAS5-26555. We wish to thank Stephan Birkmann and Pierre Ferruit of the JWST NIRSpec team
for reading the entire manuscript prior to submission and providing valuable comments.
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Information Content of Astronomical Data
• HST WFC3 Abell 370 “Frontier Field” selected as a 

test case 

- Information rich 

- Pixels values range from sky background to 
saturation 

• 36 dithered exposures downloaded from MAST 
archive at STScI 

- Filter F160W (λc =1.545 µm, FWHM = 0.29 µm)  

- SPARS100 clocking pattern, 15 up-the-ramp 
samples 

- EXPTIME = 1403 s 

- About 14 hours total exposure time 

• Uniformly mapped frame index, z, to interval 
-1 ≤ x ≤ +1 and fitted each pixel with Legendre 
polynomials 
 

• Image at right is the median λ1 (slope) 

• Yellow box is Region of Interest (ROI) for  following 
charts
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these findings can potentially be applied to astrophysical observations. §5 describes the beginning
of a study rather than the end of one. Going forward, we plan to further explore how to best use
the PCA’s results for astrophysics. We close with a summary.

2 Principal Components Analysis

The purpose of this section is to describe the PCA in the context of real WFC3 observations.
We previously obtained similar results with WFIRST and JWST lab data (including both flat field
images and un-illuminated darks). We begin with a short introduction to the WFC3 data. This is
followed in by a PCA refresher, and then by the PCA itself.

2.1 Abell 370 Frontier Field

The Frontier Fields were an HST Director’s Discretionary program that aimed to exploit the am-
plification of light by strong gravitational lensing to image faint, high-z galaxy populations.15 We
selected one of the Frontier Fields, Abell 370 (Figure 1), to test the ideas that we had conceived
earlier using WFIRST lab data.

NASA Goddard Bernard.J.Rauscher@nasa.gov

HST WFC3 Abell 370 “Frontier Field”

Instrumental DN, log scale
118 629 3508

Hubblesite Version
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Fig 1 This image is the median �1 parameter (slope) from stacking the available WFC3 F160W data. The integrated
exposure time is about 14 hours. Other than reference correction (see Appendix A) and fitting Legendre polynomials,
the image is uncalibrated. The yellow box is the region of interest (ROI) shown in Figure 5.

The data were acquired between August and September, 2016, as part of proposal ID 14038
(J. Lotz PI). We selected all available 16 frame SPARS100 exposures taken with the F160W filter
(�peak = 1.545 µm, FWHM = 0.29 µm).2 In SPARS100 mode, WFC3 acquires a “reset frame”

2We also looked at other filters. The choice of filter does not affect the PCA results.

4

s(x) =
i=0

5
λi Pi(x)
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Fig 4 We fitted the same Abell 370 data to 5th degree (6 free parameters) using a) Legendre polynomials and b)
monomials and computed the Pearson correlation matrices. The Legendre representation is strikingly less correlated
than the monomials. As described in the text, the nearly diagonal correlation matrix of the Legendre polynomials is
preferable to the checkerboard that the monomials produced.

monomials this leads to manifestly wrong answers with single precision arithmetic at deg = 6 and
even with double precision at deg = 11.

3 Information Content by Legendre �

For Abell 370, Figure 3 shows that a 5th degree Legendre fit extracts nearly all of the meaningful
information. The only pixels that experience significant information loss are those that strongly
saturate, are hit by cosmic rays, or are statistical outliers in some other way. For these few pixels,
each has its own personality, and techniques like PCA that rely on ensemble averages are not
effective.

Figure 5 provides a visual impression of how information content falls off with increasing i in
�i. The integrated exposure time for each pixel in each panel is about 14 hours.

�0 is the mean value of the up-the-ramp samples. It contains much of the instrument signature
(bias pattern, hot pixels, bad pixels...), although there is also astrophysical information. Where
there is a bright source, the mean value of the ramp is higher, so the sources are visible in �0.

�1 is proportional to the conventional slope image (the conversion factor is given in §5). As
expected, it is strongly dominated by astronomical sources. As in conventional pipelines, �1 can
be used directly for non-critical measurements, or when one is not concerned about linearity.

�2 is the first term to capture curvature (see Figure 2b). For nominal pixels that slowly lose re-
sponse as they fill until entering saturation, it should always be negative when it exceeds the noise.
�2 strongly reflects non-linearity. We anticipate that it will be extremely sensitive to anything that
can impart curvature to the ramp. Examples include intrinsic non-linearity for bright sources, non-
linearity in the ROIC when/if bright sources perturb the ROIC’s electrical state, the brighter-fatter
effect, and the effects of sources drifting in/out from pixels.

9

Legendre Polynomials  Provide a Less Correlated Representation

• We fitted the same Abell 370 to 5th degree using Legendre Polynomials 
and monomials and computed the Pearson correlation matrices 

• Legendre polynomials have much less linear correlation 

• When doing computations, one could arguably ignore off diagonal terms 
in Legendre space, whereas one would need to know most of the 
covariance matrix in monomial space
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Information Content by Legendre λ

• λ0 = Familiar bias image 
• λ1 = Familiar slope image 
• λ3-5 = Additional information, some of which is left behind in current pipeline 
• “Bright-Dark” artifacts are interesting. Morphology and appearance are consistent with known 1% of pixel 

size pointing jitter. Jitter direction does not match FITS headers, but members of WFC3 team at Goddard 
have told us that jitter directions in FITS headers may not be reliable for this application. In any case, for 
any real data, there will always be some jitter and this is how it should manifest in λ2 = slope image.
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Information in the different lambdas

• The HST calibration pipeline retains only λ0 and λ1, although useful scientific information exists out to at least 
λ4. The yellow box is a photometer aperture. There is a 0.9% difference in the integrated signal for this 
source between a 5th degree fit and a 1st degree fit. For this particular example, the 5th degree fit is fainter.

λ0 λ1 λ2
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20180315c_abell370_stack.ipynb
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Fig 5 This figure shows the six Legendre � coefficients for the ROI of Figure 1. The red box highlightes the information
that is used by the WFC3 calibration pipeline. The pipeline fits a straight line (�0 and �1) after “linearization”; thereby
discarding the information that is in �2��4. Consistent with Figure 2b, �5 and higher contain very little astronomical
information. For comparison, we fitted the same data with a 2-parameter straight line. The yellow box is a photometer
aperture. For this source, there is a 0.9% difference in brightness between the 5th degree Legendre fit and the straight
line. The Legendre fit is the fainter of the two. The images show detector edges from stacking (especially �0). The
bright-dark artifacts seen especially in �2 are more interesting. These are caused by ⇡1.5 milliarcsecond guiding
errors (1% of WFC3’s pixel pitch) during each exposure. This is discussed more fully in Appendix C

The brighter-fatter effect can make a “bull’s-eye” pattern around each bright star, with a dark
central hole surrounded by a bright ring in the �2 image. The effect of drifting in/out from pixels
would appear like the bright-dark artifacts seen in Figure 5. Here �2 seems to have been sensitive
to 1.5 milliarcsecond drifts (1% of pixel pitch). For more information on the bright-dark pattern,
see Appendix C.

The higher order �s contain diminishing information. But, as can be seen in Figure 5, informa-
tion is still present in these Abell 370 data until at least �5.

4 Information Compression

Legendre cubes are highly compressible. Looking at the Abell 370 data, consisting of the reset
frame and 15 up-the-ramp samples, a complete data dump would be 16 ⇥ 2 = 32 bytes per pixel.
However, essentially all of the information can be retained in 6 Legendre coefficients. If these are
stored as 4 byte floats this is 24 bytes per pixel, a modest 25% compression. Compressing a typical
astronomical data file with “gzip –best” results in 26.7 bytes/pixel, a 17% compression.

10

Fitted in WFC3 pipeline Additional information…
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Zooming in on “Bright-Dark” Artifacts
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Information Content by Legendre λ

• λ0 = Familiar bias image 
• λ1 = Familiar slope image 
• λ3-5 = Additional information, some of which is left behind in current pipeline 
• “Bright-Dark” artifacts are interesting. Morphology and appearance are consistent with known 1% of pixel size pointing jitter. 

Jitter direction does not match FITS headers, but members of WFC3 team at Goddard have told us that jitter directions in FITS 
headers may not be reliable for this application. In any case, for any real data, there will always be some jitter and this is how 
it should manifest in λ2 = slope image. 

• We computed aperture photometry for the object in the yellow box. There is a 0.9% difference between the 5th degree 
Legendre fit and a line fit. Legendre fit is fainter.
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central hole surrounded by a bright ring in the �2 image. The effect of drifting in/out from pixels
would appear like the bright-dark artifacts seen in Figure 5. Here �2 seems to have been sensitive
to 1.5 milliarcsecond drifts (1% of pixel pitch). For more information on the bright-dark pattern,
see Appendix C.

The higher order �s contain diminishing information. But, as can be seen in Figure 5, informa-
tion is still present in these Abell 370 data until at least �5.

4 Information Compression

Legendre cubes are highly compressible. Looking at the Abell 370 data, consisting of the reset
frame and 15 up-the-ramp samples, a complete data dump would be 16 ⇥ 2 = 32 bytes per pixel.
However, essentially all of the information can be retained in 6 Legendre coefficients. If these are
stored as 4 byte floats this is 24 bytes per pixel, a modest 25% compression. Compressing a typical
astronomical data file with “gzip –best” results in 26.7 bytes/pixel, a 17% compression.
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Summary
• For a variety of IR detector systems and input data, the Legendre polynomials provided a better 

basis for modeling up-the-ramp sampled IR pixels than  the conventional monomials 

- Legendre polynomials are an orthogonal basis whereas the monomials are not 

- Legendre polynomials approximately diagonalize the covariance matrix whereas the 
monomials do not 

- Legendre polynomials (approximately) quantify information content by fit degree 

- For situations were the actual eigenvectors are known, it would be even better to use the 
eigenvectors 

• Up-the-ramp sampled IR data contain more information than is captured in today’s slope 
images 

- Pipelines that fit only bias and slope (even with linearization before fitting) are leaving 
information behind 

- For archiving, if not possible to downlink/save all up-the-ramp samples, then we 
recommend downlinking/archiving a few Legendre coefficients as a compromise to capture 
more information. Downlinking/archiving only slope images leaves information behind 

• Ongoing work includes studying new calibration approaches in Legendre space. We look 
forward to saying more about this as we learn more.
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