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Evaluated data libraries
Tabulations of physics quantities: cross sections, 
secondary particle spectra, nuclear and atomic parameters…
Derived from the evaluation of the body of knowledge of 
theoretical computations, experimental measurements 
or both
Essential tool for Monte Carlo particle transport
BROND (Russian Evaluated Neutron Data Library)
CENDL (Chinese Evaluated Nuclear Data Library)
ENDF/B (Evaluated Nuclear Data File) 
JEFF (Joint Evaluated Fission and Fusion File)
JENDL (Japanese Evaluated Nuclear Data Library)

ENDF/B-VI: 1990, ENDF/B-VII: 2006, ENDF/B-VIII: 2018
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Evaluated Atomic Libraries
EADL (atomic)
EEDL (electron)
EPDL (photon)
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Caravaggio, 
Incredulità di san Tommaso

“The cross-section values 
produced by the LLNL […] 

are thought to be the most 
up-to-date and accurate

coefficients available”
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Comparative Evaluation of Photon Cross-Section
Libraries for Materials of Interest in PET

Monte Carlo Simulations
Habib Zaidi

Abstract—The many applications of Monte Carlo modeling
in nuclear medicine imaging make it desirable to increase
the accuracy and computational speed of Monte Carlo codes.
The accuracy of Monte Carlo simulations strongly depends
on the accuracy in the probability functions and, thus, on the
cross-section libraries used for photon-transport calculations.
A comparison between different photon cross-section libraries
and parameterizations implemented in Monte Carlo simulation
packages developed for positron emission tomography and the
most recent Evaluated Photon Data Library (EPDL97) developed
by the Lawrence Livermore National Laboratory, Livermore, CA,
was performed for several human tissues and common detector
materials for energies from 1 keV to 1 MeV. Different photon
cross-section libraries and parameterizations show quite large
variations when compared to the EPDL97 coefficients. This latter
library is the more up-to-date complete and consistent library
available, and was carefully designed in the form of look-up
tables providing efficient data storage, access, and management.
EPDL97 is already a standard in the nuclear reactor industry. Its
use as a standard in the simulation of medical imaging systems
will help to eliminate potential differences between the results
obtained with different codes. Together with the optimization of
the computing time performances of the Monte Carlo software
package, Eidolon, photon transport in three-dimensional (3-D)
positron emission tomography could be efficiently modeled to
develop accurate scatter models and better understand scatter
correction techniques.

Index Terms—Monte Carlo, Photon cross-section library,
Photon transport, positron emission tomography (PET).

I. INTRODUCTION

THE Monte Carlo method is widely used for solving prob-
lems involving statistical processes. In particular, it is em-

ployed in the modeling of nuclear medical imaging systems,
due to the stochastic nature of radiation emission and transport,
and of detection processes. The method is very useful for com-
plex problems that cannot be modeled analytically or when ex-
perimental measurements may be impractical. Also, simulation
yields “perfect knowledge” of photon histories. In comparison,
there is no definitive way to distinguish small-angle-scattered

Manuscript received December 13, 1999; revised June 12, 2000 and
September 18, 2000. This work was supported by the Swiss Federal Office for
Education and Science under Grant 96.193 within the European Esprit LTR
Project PARAPET (EP23493).
The author is with the Division of Nuclear Medicine, Geneva University Hos-

pital, CH-1211 Geneva 14, Switzerland.
Publisher Item Identifier S 0018-9499(00)11047-0.

from unscattered events based only on experimental data. As
an example, Monte Carlo modeling allows a detailed investiga-
tion of the spatial and energy distributions of Compton scatter,
which is difficult to measure using present experimental tech-
niques, even with very good energy resolution detectors [1].
The lack of inherent error estimates and relatively slow con-

vergence is a well-known limitation of the Monte Carlo tech-
nique. AccurateMonte Carlo simulations rely on detailed under-
standing and modeling of radiation transport and on the avail-
ability of reliable physically consistent databases [2]. As dis-
cussed and historically reviewed in some detail by Hubbell [3],
there exist many compilations of photon cross-section data. The
discrepancies and envelope of uncertainty of available interac-
tion data have been examined from time to time, including the
effects of molecular and ionic chemical binding, particularly in
the vicinity of absorption edges.
The Lawrence Livermore National Laboratory (LLNL),

Livermore, CA, houses the world’s most extensive nuclear
and atomic cross section database, which parameterizes the
interactions of photons, electrons/positrons, neutrons, protons,
and other heavy-charged particles. A key feature of the LLNL
database is that it is the only exhaustive interaction cross section
compilation available. A comparison between an up-to-date
source of cross-section data developed by LLNL in collabora-
tion with the National Institute of Standards and Technology
(NIST), the Evaluated Photon Data Library (EPDL97) [4] with
other more familiar photon interaction databases, XCOM [5]
and PHOTX [6], and parameterizations implemented in Monte
Carlo packages, GEANT [7] and PETSIM [8] in the interval
from 1 to 1000 keV was performed for some human tissues and
detector materials of interest in positron emission tomography
(PET) imaging.
Although XCOM, PHOTX, and EPDL97 are treated in this

paper as independent databases, it is recognized that they are
more or less closely related. In particular, XCOM and PHOTX
were both produced at NIST and EPDL97 as a result of a long
and fruitful collaboration between LLNL and NIST. However,
significant differences between the different libraries were re-
ported for low energies [4] and the cross-section data are sensi-
tive to the type of interpolation used for intermediate energies.
The EPDL97 library was customized and integrated in our sim-
ulation environment significantly improving the efficiency of
the EidolonMonte Carlo simulation package in modeling cylin-
drical three-dimensional (3-D) positron tomographs [9].

0018–9499/00$10.00 © 2000 IEEE

“…data that I used to produce what I judge to be 
the BEST binding energies to use in EPICS2017”

Comparison of theoretical calculations, 
not validation!

Do EADL/EEDL/EPDL reflect the state of the art?

Validation
of physics content (e.g. cross sections) w.r.t. measurements
in comprehensive applications (e.g. energy deposition in a detector)
Requirements for validity related to use cases (IEEE Standard 1012 V&V)
State of the art: the best one can do, given the body of knowledge

Only a relatively small fraction of EADL, EEDL and EPDL data 
has been directly validated with respect to measurements
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Validation method
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Comparison of physics observable 
resulting from each physics model 
with experimental measurements

Goodness-of-fit tests
c2

Anderson-Darling 
Cramer-von Mises

Kolmogorov-Smirnov

Comparison of the
capability of physics models 

to reproduce experiment
rejection of the null hypothesis 

in the set of test cases

Analysis of contingency tables 
c2

Fisher exact test
Barnard (Boschloo, Suissa-Shuster)

McNemar test

Objective identification 
of the state of the art 

to model the observable

A. Lechner, M. G. Pia, M. Sudhakar, Validation of Geant4 low energy electromagnetic processes against precision 
measurements of electron energy deposit, IEEE Trans. Nucl. Sci., vol. 56, no. 2, pp. 398-416, 2009
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Photon elastic scattering
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BATIČ et al.: PHOTON ELASTIC SCATTERING SIMULATION: VALIDATION AND IMPROVEMENTS TO GEANT4 1651

TABLE VII
DIFFERENTIAL CROSS SECTIONS: P-VALUES RESULTING FROM THE TEST, DATA SAMPLE ABOVE 90

TABLE VIII
TEST OUTCOME: TEST CASES COMPATIBLE WITH EXPERIMENT AT 0.01 SIGNIFICANCE LEVEL

TABLE IX
TEST OUTCOME, EXCLUDING DATA SENSITIVE TO K AND L SHELL EFFECTS: TEST CASES COMPATIBLE WITH EXPERIMENT AT 0.01 SIGNIFICANCE LEVEL

has been previously noted [109], [176] that the use of rela-
tivistic wavefunctions in the calculation of form factors often
produces less accurate results than use of nonrelativistic wave-
functions, although—to the best of our knowledge—the rela-
tive efficiency of these two calculation methods at reproducing
experimental data has not been yet quantified with statistical
methods.

The Penelope 2001 model is less accurate than more recent
versions of the code.
The inclusion of anomalous scattering factors in the calcula-

tions based on EPDL97 does not contribute to improve compat-
ibility with experiment, while accounting for anomalous scat-
tering improves the compatibility with experiment of calcula-
tions exploiting relativistic and modified form factors.

BATIČ et al.: PHOTON ELASTIC SCATTERING SIMULATION: VALIDATION AND IMPROVEMENTS TO GEANT4 1645

Fig. 2. Differential cross section as a function of scattering angle for representative energies and target elements: experimental measurements (black circles),
calculations based on S-matrix (SM, black empty squares) and on EPDL (red circles). The S-matrix calculations account for Rayleigh scattering and nuclear
Thomson scattering; S-matrix calculations limited to the Rayleigh scattering amplitude are shown as a blue dashed line. The sources of experimental data are
documented in Tables III and IV.

elastic scatteringmeasurements alongwith the values calculated
by representative simulation models for the same energy and
scattering angle settings.
Experimental differential cross sections are the result of all

the physics processes that contribute to photon elastic scattering,
while the simulation models evaluated in this paper account for
the Rayleigh scattering amplitude only or, in the case of the
model based on S-matrix calculations, for the sum of Rayleigh
and Thomson scattering amplitudes. This feature is evident in
Fig. 3, which includes some of the higher energy measurements
in the experimental data sample: other processes, such as Del-
brück scattering, should be taken into account in the simulation,

along with Rayleigh scattering, to model photon elastic scat-
tering accurately at higher energies. The plots also expose some
characteristics of the experimental data: systematic effects af-
fecting some of the measurements, and the presence of outliers
in the experimental sample.
The distributions in Figs. 4 and 5 illustrate the difference be-

tween calculated and measured differential cross sections, for
a few representative models: two options based on the form
factor approximation, respectively using the form factors tab-
ulated in EPDL97 and modified form factors with anomalous
scattering factors, and themodel based on S-matrix calculations.
Fig. 4 shows the relative difference between simulated and ex-

S-matrix calculations exhibit significantly better compatibility with 
experiment than EPDL approach based on form factor approximation

EPDL: Hubbell’s non-relativistic form factors
Other modeling methods: relativistic form factors, anomalous scattering 
factors, Kissel’s S-matrix calculations…

M. Batič, et al., “Photon elastic scattering simulation: Validation and improvements to Geant4”, IEEE 
Trans. Nucl. Sci., vol. 59, no. 4, pp. 1636–1664, 2012.
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Photoelectric effect
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§ Biggs-Lighthill
§ Brennan-Cowan
§ Chantler
§ Ebel
§ Elam  
§ EPDL97
§ Henke 
§ McMaster
§ PHOTX 
§ RTAB  
§ Storm-Israel 
§ Veigele
§ XCOM

HAN et al.: VALIDATION OF CROSS SECTIONS FOR MONTE CARLO SIMULATION OF THE PHOTOELECTRIC EFFECT 1131

TABLE VII
EFFICIENCY BELOW 1 KEV OF TOTAL CROSS SECTION MODELS WITH

EXTENDED COVERAGE

Fig. 25. Total photoionization cross section for helium as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

One observes some small differences in Table IV regard-
ing the efficiencies of cross section compilations derived from
Scofield’s 1973 calculations. They are due to differences in
the granularity of the energy grid at which cross sections are
tabulated, which affects the precision of interpolation.

Only EPDL and Biggs-Lighthill’s parameterization cover the
whole energy range corresponding to the experimental data
sample, including energies below 1 keV; their efficiencies are
reported in Table VII for a series of low energy intervals. All
models exhibit low efficiencies below approximately 100 eV;
above this energy the efficiencies of cross sections based on
EPDL and on the original Biggs-Lighthill’s parameterization
appear quite stable (compatible with statistical uncertainties)
and similar, although EPDL ones are always larger.

The modified coefficients of Biggs and Lighthill’s parame-
terization implemented in Geant4 do not appear to improve the
compatibility with experiment of the calculated cross sections;
discrepancies with respect to experimental data are qualitatively
visible in Figs. 1 and 25–28. Cross sections calculated with the
original coefficients appear unable to reproduce experimental
data consistently in the very low energy range, below a few tens
of eV: a few examples are shown in Figs. 29–32.

Fig. 26. Total photoionization cross section for oxygen as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

Fig. 27. Total photoionization cross section for neon as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

Fig. 28. Total photoionization cross section for argon as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

1130 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 63, NO. 2, APRIL 2016

Fig. 24. Total photoionization cross section at 661.6 keV as a function of the
atomic number Z.

TABLE IV
EFFICIENCY CALCULATED WITH RESPECT TO EXPERIMENTAL

OR SEMI-EMPIRICAL REFERENCE DATA

TABLE V
TEST OF EQUIVALENT COMPATIBILITY OF CALCULATED TOTAL CROSS

SECTIONS WITH EXPERIMENTAL OR SEMI-EMPIRICAL DATA

The efficiency at reproducing experimental and semi-
empirical reference data is reported in Table IV for all com-
pilations covering the selected energy range. One observes that
it is systematically lower, when semi-empirical data are consid-
ered as a reference in the comparison; the Wald-Wolfowitz test
rejects the hypothesis of randomness of the sequence of results
associated with experimental and semi-empirical references
with 0.01 significance.

Categorical analysis performed over the compatibility
of cross section calculations with experimental and semi-
empirical reference data confirms that the observed difference
is statistically significant in all cases, with the exception of the
Storm and Israel compilation. The p-values resulting from dif-
ferent tests over contingency tables are listed in Table V. The
null hypothesis of equivalent compatibility with reference data

TABLE VI
P-VALUES FROM DIFFERENT TESTS COMPARING THE COMPATIBILITY

WITH EXPERIMENT OF TOTAL CROSS SECTION MODELS WITH EXTENDED

ENERGY COVERAGE AND EPDL, FOR ENERGIES ABOVE 1 KEV

is rejected by all tests with 0.01 significance in the comparison
involving cross sections based on Scofield’s 1973 calculations
(EPDL, PHOTX, XCOM and Scofield’s own tabulations). For
the comparison concerning Biggs-Lighthill cross sections, the
null hypothesis is rejected by all unconditional tests and by
Pearson’s χ2 tests, while it is not rejected by Fisher’s exact
test, which is known to be more conservative than unconditional
tests. The insensitivity of the Storm and Israel model to the type
of reference data to which it is compared is related to its overall
lower compatibility with experiment reported in Table IV.

From these results one can infer that the use of semi-
empirical data as a reference in the comparison with photo-
electric cross sections would introduce systematic effects in the
validation process.

All the analyses reported in the following sections concern
experimental data samples only.

B. Evaluation of Total Cross Section Compilations with Wide
Energy Coverage

Some of the total cross section models considered in this
study cover a wide energy range: those based on Scofield’s
1973 non-relativistic calculations (including EPDL, PHOTX
and XCOM compilations), Storm and Israel’s compilation and
Biggs-Lighthill’s parameterization, both in its original form and
in the modified version used by Geant4. Their extended applica-
bility has contributed to their extensive use in particle transport
codes.

General purpose Monte Carlo codes have traditionally han-
dled photon interactions above 1 keV; extensions to lower
energies have been included only relatively recently in some
of them. The validation process has investigated the ability
of these cross section compilations to reproduce experimental
data as a function of energy, with special attention devoted to
characterizing the behaviour at low energies, below 1 keV.

The efficiency of total cross section models applicable from
1 keV up to the highest energy measurements included in the
experimental sample (approximately 1.2 MeV) is reported in
Table IV. The largest efficiency is achieved by EPDL (which
is also the basis of Penelope’s tabulations). Categorical tests
based on contingency tables, summarized in Table VI, show that
the differences in compatibility with experiment between the
various models and EPDL are not statistically significant in this
energy range.

Goodness-of-fit tests and categorical data analysis 
identified Scofield’s 1973 (EPDL) non-relativistic 

calculations as state-of-the-art modeling in the 
context of Monte Carlo particle transport

Total and shell (K, L1,2,3) cross sections

M. C. Han et al., “Validation of Cross Sections for Monte Carlo Simulation of the Photoelectric Effect”,
IEEE Trans. Nucl. Sci., vol. 63, no. 2, pp. 1117–1146, 2016.
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Compton scattering
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Scattering functions Efficiency Error
EPDL 0.82 0.02
Klein-Nishina 0.54 0.03
Brusa 0.84 0.02
Biggs 0.84 0.02
Hubbell 0.82 0.02
Kahane 0.72 0.02
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Ionization Cross Sections for Low Energy
Electron Transport

Hee Seo, Maria Grazia Pia, Paolo Saracco, and Chan Hyeong Kim

Abstract—Two models for the calculation of ionization cross sec-
tions by electron impact on atoms, the Binary-Encouter-Bethe and
the Deutsch-Märk models, have been implemented; they are in-
tended to extend and improve Geant4 simulation capabilities in the
energy range below 1 keV. The physics features of the implementa-
tion of the models are described, and their differences with respect
to the original formulations are discussed. Results of the verifica-
tion with respect to the original theoretical sources and of extensive
validation with respect to experimental data are reported. The val-
idation process also concerns the ionization cross sections included
in the Evaluated Electron Data Library used by Geant4 for low en-
ergy electron transport. Among the three cross section options, the
Deutsch-Märk model is identified as the most accurate at repro-
ducing experimental data over the energy range subject to test.

Index Terms—Electrons, Geant4, ionization, Monte Carlo,
simulation.

I. INTRODUCTION

V ARIOUS experimental research topics require the capa-
bility of simulating electron interactions with matter over

a wide range—from the nano-scale to the macroscopic one:
some examples are ongoing investigations on nanotechnology-
based particle detectors, scintillators and gaseous detectors, ra-
diation effects on semiconductor devices, background effects on
X-ray telescopes and biological effects of radiation.

Physics tools for the simulation of electron interactions are
available in all Monte Carlo codes based on condensed and
mixed transport schemes [1], like EGS [2], [3], FLUKA [4],
[5], Geant4 [6], [7], MCNPX [8], Penelope [9] and PHITS [10].
General-purpose Monte Carlo codes based on these transport
schemes typically handle particles with energy above 1 keV;
Geant4 and Penelope extend their coverage below this limit.

In the lower energy end below 1 keV, so-called “track struc-
ture” codes handle particle interactions based on discrete trans-
port schemes; they provide simulation capabilities limited to
a single target, or a small number of target materials, and are
typically developed for specific application purposes. Some ex-
amples of such codes are OREC [11], PARTRAC [12], Gross-
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wendt’s Monte Carlo for nanodosimetry [13], TRAMOS [14],
and Geant4 models for microdosimetry simulation in water [15].

The developments described in this paper address the
problem of endowing a general purpose, large scale Monte
Carlo system for the first time with the capability of simulating
electron impact ionisation down to the scale of a few tens of
electronvolts for any target element. For this purpose, models
of electron impact ionization cross sections suitable to extend
Geant4 capabilities in the low energy range have been imple-
mented and validated with respect to a large set of experimental
measurements.

The validation process, which involves experimental data
pertinent to more than 50 elements, also addresses the ion-
ization cross sections encompassed in the Evaluated Electron
Data Library (EEDL) [16], which are used in Geant4 low
energy electromagnetic package [17], [18]. To the best of the
authors’ knowledge, this is the first time that EEDL is subject
to extensive experimental benchmarks below 1 keV.

II. OVERVIEW OF ELECTRON IONIZATION IN GEANT4

The Geant4 toolkit provides various implementations of elec-
tron ionization based on a condensed-discrete particle transport
scheme. Two of them, respectively based on EEDL [19] and on
the analytical models originally developed for the Penelope [9]
Monte Carlo system, are included in the low energy electromag-
netic package; another implementation is available in the stan-
dard [20] electromagnetic package. In addition, a specialized
ionization model for interactions with thin layers of material, the
photoabsorption-ionization (PAI) model [21], is implemented in
Geant4.

The EEDL data library tabulates electron ionization cross sec-
tions in the energy range between 10 eV and 100 GeV; never-
theless, due to intrinsic limitations of the accuracy of EEDL and
its companion Evaluated Photon Data Libray (EPDL) [22] high-
lighted in the documentation of these compilations, the use of
Geant4 low energy models based on them was originally recom-
mended for incident electron energies above 250 eV [19]. This
limit of applicability was an “educated guess” rather than a rig-
orous estimate of validity of the theoretical calculations tabu-
lated in EEDL and EPDL. The lower energy limit of Penelope’s
applicability is generically indicated by its authors as “a few
hundred electronvolts” [23]. The lower limit of applicability of
Geant4 standard electromagnetic package is 1 keV.

The validation of Geant4 models for electron transport based
on the EEDL data library and on Penelope-like models is doc-
umented in [24] for what concerns the energy deposition in ex-
tended media.

0018-9499/$26.00 © 2011 IEEE
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TABLE I
PERCENTAGE OF TEST CASES IN WHICH CROSS SECTION MODELS ARE COMPATIBLE WITH EXPERIMENTAL DATA

Fig. 6. Fraction of test cases in which cross sections calculated by the imple-
mented models are compatible with experimental data at 0.05 significance level:
BEB model (blue squares), DM model (black triangles) and EEDL (red circles).
The fraction is calculated over the whole collection of data sets.

systematic errors contributes to underestimate the accuracy of
theoretical models, which may appear compatible with only
a subset of experimental data samples: Figs. 37 and 47 are
an example. On the other hand, the contradiction of patently
discrepant theoretical models that appear compatible with
discrepant experimental data sets contributes to overestimate
the accuracy: examples are Figs. 39 and 49.

The categorical analysis estimates whether the differences of
the models in compatibility with experiment are statistically sig-
nificant. The results are summarized in Tables II and III, re-
spectively comparing the compatibility of the BEB model and
of EEDL over the whole collection of data samples, and in
Table IV regarding the compatibility with at least one experi-
mental sample per element.

Fig. 7. Fraction of elements subject to test for which cross sections calculated
by the implemented models are compatible with at least one experimental data
set at 0.05 significance level: BEB model (blue squares), DM model (black tri-
angles) and EEDL (red circles).

The outcome of this statistical analysis supports the qualita-
tive appraisal of Figs. 6 and 7. Over the whole collection of data
samples, in the low energy range up to 50 eV the BEB model is
equivalent to the DM one, while EEDL is statistically equivalent
to the DM model above 250 eV. If one considers the compat-
ibility with at least one experimental data set per element, the
BEB model is statistically equivalent to the DM one also above
250 eV.

Some possible sources of systematic effects, which may bias
the results of the validation process, are analyzed in the fol-
lowing sections.

B. Data Used in the Determination of DM Parameters

Some of the parameters in the formulation of the Deutsch-
Märk model are determined from a fit to experimental data. The

Cross section models
• Binary Encounter Bethe (BEB)
• Deutsch-Märk (DM)
• EEDL
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TABLE IV
CONTINGENCY TABLES RELATED TO CROSS SECTION COMPATIBILITY

WITH AT LEAST ONE EXPERIMENTAL DATA SET PER ELEMENT

Fig. 9. Fraction of test cases in which BEB cross sections calculated with NIST
ionization potentials (black squares) or with EADL ones (grey diamonds) in (1)
are compatible with experimental data at 0.05 significance level.

D. Effect of DM Model Parameters

As discussed in Section V.C, the cross sections calculated
by the software exhibit some differences with respect to those
reported in recent publications by the original authors of the
model.

The observed discrepancy is not a source of concern for the
accuracy of the software. In fact, when subject to the validation
process described in Section VII, the calculated DM cross sec-
tions are compatible with experimental data in most of the test

cases exhibiting relatively large discrepancies with respect to re-
cently published original values: apart from cerium, gadolinium
and dysprosium, all the elements exhibiting greater than 10%
average difference with respect to original references are com-
patible with experimental data with 0.05 significance over the
energy range covered by measurements; the calculations for
gadolinium and dysprosium are compatible with measurements
above 20 eV. It is worthwhile to note that also the cross sections
for cerium, gadolinium and dysprosium recently published by
the original authors [58] exhibit visible differences with respect
to experimental data. Regarding the discrepancy between cal-
culated and original cross sections for argon, the controversial
experimental situation depicted in Fig. 30 hinders the assess-
ment of which calculation would produce more reliable cross
sections.

The verification and validation analysis suggests that, given
the quality of the available measurements, there is room for
some flexibility in the determination of the DM model param-
eters deriving from a fit to experimental data: different param-
eters may modify the value of cross sections without affecting
substantially the overall accuracy of the model with respect to
experimental references.

It is worthwhile to note that, while a sensitivity analysis of the
BEB model implementation to different values of atomic param-
eters appearing in its formulation, like electron binding energies,
was feasible, a similar procedure would not be straightforward
for the DM model, whose formulation is the result of a global
fit performed by the original authors.

E. Dependency on the Type of Cross Section Measurement

The theoretical models considered in this paper concern the
calculation of cross sections for single ionization, while the ex-
perimental data to which they are compared include both mea-
surements of single and “total counting” or “total gross” cross
sections, that also account for multiple ionization. In principle
the former should be more reliable references for the validation
process, as the comparison would involve consistent physics
quantities; nevertheless, this assumption could be invalidated
by the heterogeneous quality of the experimental measurements
discussed in Section VII.A.

Some of the experimental data involved in the validation are
relative cross sections with respect to reference values taken
from other theoretical or experimental sources: for instance,
several cross sections are reported relative to the measurements
of [78], while examples of normalization with respect to theoret-
ical calculations are the measurements of [99] (relative to Bray’s
calculations [165] at 15 eV) and of [103] (relative to McGuire’s
calculations [166] at 500 eV). The normalization procedure is
prone to introduce further uncertainties and possible biases in
the reference data.

The fraction of test cases which are compatible with experi-
ment is shown in Figs. 10–12 for different types of experimental
references: the whole sample, measurements of single ioniza-
tion only, absolute cross section measurements only, and abso-
lute measurements of single ionization. The consistency of the
DM model with experiment appears independent from the type
of reference data, while for BEB and EEDL cross sections one

DM model 
reproduces 

experimental 
data better 
than EEDL 
below a few 
hundred eV
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Validation of Shell Ionization Cross Sections for
Monte Carlo Electron Transport

Tullio Basaglia, Matteo Bonanomi, Federico Cattorini, Min Cheol Han , Gabriela Hoff , Chan Hyeong Kim ,

Sung Hun Kim, Matteo Marcoli, Maria Grazia Pia , and Paolo Saracco

Abstract— Theoretical and semi-empirical methods to calculate
electron impact ionization cross sections for atomic shells are
subject to validation tests with respect to a wide collection of
experimental measurements to identify the state of the art for
Monte Carlo particle transport. The validation process applies
rigorous statistical analysis methods. Cross sections based on the
EEDL Evaluated Electron Data Library, widely used by Monte
Carlo codes, and on calculations by Bote and Salvat, used in
the Penelope code, are generally equivalent in compatibility with
experiment. Results are also reported for various formulations
of the Binary-Encounter-Bethe and Deutsch-Märk models.

Index Terms— Cross sections, Geant4, ionization, Monte Carlo
simulation, software validation.

I. INTRODUCTION

THE study reported in this paper complements a previous
investigation [1] of ionization cross sections for electron

transport with respect to experimental data: the previous pub-
lication examined total cross sections, with special emphasis
on the low energy range up to a few keV, while the present
study concerns the ionization of atomic inner shells by electron
impact. Both studies aim to identify the state of the art for the
calculation of electron ionization cross sections in Monte Carlo
transport codes.

Modeling electron interactions with matter is a fundamental
task of any particle transport code. The ability to calcu-
late cross sections for the ionization of individual shells,
along with the capability to simulate the subsequent atomic
relaxation [2], [3], is required in a variety of experimental
environments: in materials analysis performed by electron-
probe microanalysis, in surface analysis performed through
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Auger electron spectroscopy and more generally in experi-
mental scenarios where the simulation of characteristic X-ray
or Auger electron emission is important.

Theoretical and semi-empirical models have been developed
over several decades to calculate electron impact ionization
cross sections for atomic shells; nevertheless, despite the
experimental relevance of these cross sections, limited doc-
umentation is available in the literature about quantitative val-
idation of their calculations. Comparisons with experimental
data, such as those concerning the Deutsch-Märk model [4],
often rest on the visual appraisal of plots only. A recent pub-
lication [5] illustrates comparisons between some theoretical
calculations and experimental data published up to May 2013;
however, it is limited to the domain of descriptive statistics,
lacking statistical inference. Objective quantification is also
missing in the assessment of the relative merits of the various
calculation methods: their relative ability to reproduce exper-
imental measurements has not been estimated with statistical
methods yet.

This paper evaluates quantitatively and objectively the capa-
bilities of several calculation methods of electron impact
ionization cross sections that are relevant for general purpose
Monte Carlo transport codes. The evaluation concerns K shell,
L and M subshell ionization cross sections, for which experi-
mental measurements are reported in the literature. Statistical
inference is applied both to validate cross section calculations
with respect to experimental measurements and to detect sig-
nificant differences in the ability of the various calculations to
reproduce experiment. The outcome of this process identifies
the state of the art in modeling electron impact ionization
cross sections for K, L and M shells in Monte Carlo particle
transport codes.

II. ELECTRON IMPACT IONIZATION CROSS SECTIONS

The validation study reported in this paper addresses the
calculation of electron impact ionization cross sections in
a pragmatic way, i.e. considering calculation methods that
are sustainable within the computational constraints of par-
ticle transport codes, either by implementing simple analyt-
ical formulations or by interpolating available tabulations of
theoretical cross section calculations. Since the focus is on
general-purpose Monte Carlo codes, only methods able to
calculate electron impact ionization for any shell, and covering
an extended electron energy range, are considered in the
validation tests.

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
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TABLE VIII

EFFICIENCIES RESULTING FROM THE χ2 AND
ANDERSON-DARLING TESTS FOR THE K SHELL

TABLE IX

P-VALUES OF TESTS OVER CONTINGENCY TABLES COMPARING
THE COMPATIBILITY WITH EXPERIMENT OF BOTE MODEL

WITH THAT OF OTHER MODELS, K SHELL

Fig. 40. M1 subshell ionization cross sections for argon (Z = 18):
experimental data (black filled markers) and cross section models (empty
symbols as indicated in the legend).

The hypothesis of equivalent compatibility with experiment
between Bote and relativistic Binary-Encounter-Bethe cross
sections is not rejected for any of the test configurations
considered in the analysis. The results concerning the earlier
version of the Deutsch-Märk model appear similar to those
previously discussed regarding the comparison of the capabil-
ities of EEDL and Bote cross sections.

Caution should be exercised in drawing conclusions from
these results, as the rejection of the null hypothesis of compat-
ibility between calculated and experimental cross sections in
the χ2 test could be biased in some cases by underestimated
experimental uncertainties, which are explicitly involved in the
calculation of the χ2 test statistic. The scarcity of experimental

TABLE X

EFFICIENCIES RESULTING FROM THE χ2 AND
ANDERSON-DARLING TESTS FOR THE L SHELL

TABLE XI

P-VALUES OF TESTS OVER CONTINGENCY TABLES COMPARING THE
COMPATIBILITY WITH EXPERIMENT OF BOTE MODEL

WITH THAT OF OTHER MODELS, L SHELL

data for the L shell prevents a thorough investigation of the
reported experimental errors and of the possible presence of
systematic effects, which is feasible only when an extensive
data sample allows a critical assessment of measurements
reported by different experiments.

E. M Shell

The extreme scarcity of experimental data for M subshells
prevents a proper statistical analysis for the validation of
the various cross section calculation methods. Only a qual-
itative appraisal of their ability to reproduce experimental

Model
EEDL Tabulations
Bote-Salvat Penelope 2014 tabulations
BEB Analytical
BEBmodified Analytical
BEB-relativistic Analytical
DM (current) Analytical
DM (previous) Analytical
DM-relativistic Analytical

Fraction of test cases for which the 
hypothesis of compatibility with 

experiment is not rejected

K shell
No significant difference in compatibility with experiment is observed 
between EEDL and Bote-Salvat calculations
L1,2,3 subshells
Univocal conclusions limited by scarcity of experimental measurements
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Evaluation of Atomic Electron Binding Energies
for Monte Carlo Particle Transport

Maria Grazia Pia, Hee Seo, Matej Batic, Marcia Begalli, Chan Hyeong Kim, Lina Quintieri, and Paolo Saracco

Abstract—A survey of atomic binding energies used by general
purpose Monte Carlo systems is reported. Various compilations of
these parameters have been evaluated; their accuracy is estimated
with respect to experimental data. Their effects on physical quan-
tities relevant to Monte Carlo particle transport are highlighted:
X-ray fluorescence emission, electron and proton ionization cross
sections, and Doppler broadening in Compton scattering. The ef-
fects due to different binding energies are quantified with respect
to experimental data. Among the examined compilations, EADL is
found in general a less suitable option to optimize simulation ac-
curacy; other compilations exhibit distinctive capabilities in spe-
cific applications, although in general their effects on simulation
accuracy are rather similar. The results of the analysis provide
quantitative ground for the selection of binding energies to opti-
mize the accuracy of Monte Carlo simulation in experimental use
cases. Recommendations on software design dealing with these pa-
rameters and on the improvement of data libraries for Monte Carlo
simulation are discussed.

Index Terms—Geant4, ionization, Monte Carlo, PIXE, simula-
tion, X-ray fluorescence.

I. INTRODUCTION

T HE simulation of particle interactions in matter involves
a number of atomic physics parameters, whose values af-

fect physics models applied to particle transport and experi-
mental observables calculated by the simulation. Despite the
fundamental character of these parameters, a consensus has not
always been achieved about their values, and different Monte
Carlo codes use different sets of parameters.

Atomic parameters are especially relevant to simulation sce-
narios that are sensitive to detailed modeling of the properties
of the interacting medium. Examples include the generation of
characteristic lines resulting from X-ray fluorescence or Auger
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electron emission, and precision simulation studies, such as mi-
crodosimetry, that involve the description of particle interac-
tions with matter down to energies comparable with the scale
of atomic binding energies.

Simulation in these domains has been for an extended time
the object of specialized Monte Carlo codes; some general pur-
pose Monte Carlo systems have devoted attention to these areas,
introducing functionality for the simulation of fluorescence,
PIXE (Particle Induced X-ray Emission) and microdosimetry.
In this context, emphasis has been placed on the development
and validation of the physics models implemented in the
simulation systems, while relatively limited effort has been
invested into verifying the adequacy of the atomic parameters
used by general purpose Monte Carlo codes with regard to the
requirements of new application domains.

This paper surveys atomic binding energies used by well
known Monte Carlo systems, including EGS [1], EGSnrc
[2], Geant4 [3], [4], ITS (Integrated Tiger Series) [5],
MCNP/MCNPX [6], [7] and Penelope [8], and by some
specialized physics codes. These software systems use a va-
riety of compilations of binding energies, which are derived
from experimental data or theoretical calculations; this paper
investigates their accuracy and their effects on simulations.

II. COMPILATIONS OF ELECTRON BINDING ENERGIES

The binding energies considered in this study concern neu-
tral atoms in their ground state; several compilations of their
values, of experimental and theoretical origin, are available in
the literature.

Compilations based on experimental data are the result of the
application of selection, evaluation, manipulations (like inter-
polation and extrapolation) and semi-empirical criteria to avail-
able experimental measurements to produce a set of reference
values covering the whole periodic system of the elements and
the complete atomic structure of each element.

Most of the collections of electron binding energies based on
experimental data derive from a review published by Bearden
and Burr in 1967 [9]. Later compilations introduced further re-
finements in the evaluation of experimental data and the cal-
culation of binding energies for which no measurements were
available; they also accounted for new data taken after the pub-
lication of Bearden and Burr’s review.

Experimental atomic binding energies can be affected by var-
ious sources of systematic effects; they originate not only from
the use of different experimental techniques in the measure-
ments, but also from physical effects: for instance, binding en-
ergies of elements in the solid state are different from those of

0018-9499/$26.00 © 2011 IEEE

strengths for 
specific purposes 

EADL

EADL is far from ideal…



Maria Grazia Pia, INFN Genova

Radiative transition probabilities
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Hartree-Slater 
calculations

Hartree-Fock
calculations

EADL

HS HF
pass 8 16
fail 9 1
Fisher p-value 0.007
c2 Yates p-value 0.008

Hartree-Slater vs. Hartree-Fock
HS HF

pass 12 20
fail 9 1
Fisher p-value 0.009
c2 Yates p-value 0.011

Comparison with 
experimental data
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Validation of and Shell Radiative Transition
Probability Calculations

Maria Grazia Pia, Paolo Saracco, and Manju Sudhakar

Abstract—A systematic and quantitative validation of the
and shell X-ray transition probability calculations according
to different theoretical methods has been performed against
experimental data. This study is relevant to the optimization of
data libraries used by software systems, namely Monte Carlo
codes, dealing with X-ray fluorescence. The results support
the adoption of transition probabilities calculated according to
the Hartree-Fock approach, which manifest better agreement
with experimental measurements than calculations based on the
Hartree-Slater method.

Index Terms—Monte Carlo, PIXE, X-ray fluorescence.

I. INTRODUCTION

A NALYSIS techniques using X-ray fluorescence are non-
destructive methods to determine the elemental composi-

tion of material samples in a variety of applications, from plan-
etary science to cultural heritage.

X-ray fluorescence from materials can be excited using pho-
tons, electrons or heavy charged particles like protons and ions.
Processes like the photoelectric effect, Compton scattering and
impact ionisation cause the ejection of an electron from an
atomic shell. The vacancy in the shell occupancy determines a
deexcitation cascade, consisting of radiative and non-radiative
transitions, until the atom returns to a stable configuration; this
process results in the emission of characteristic X-rays and
Auger electrons. In radiative transitions the vacancy created
in an inner sub-shell is filled by an electron from an outer
sub-shell with the emission of X-ray fluorescence.

Software systems that deal with X-ray fluorescence, either for
elemental analysis or Monte Carlo simulation, require accurate
values of the physics parameters relevant for this process: the
cross sections for the occurrence of the primary process cre-
ating a vacancy in the shell occupancy, the probability of radia-
tive transitions once a vacancy has been created, and the energy
of the emitted X-rays, which is determined by the binding ener-
gies of the atomic levels involved in the transition. These quan-
tities usually derive from theoretical calculations, since experi-
mental measurements cannot practically cover the entire range
of physics conditions (target elements and incident particle char-
acteristics) required by general-purpose software systems. The
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results of theoretical calculations are often tabulated in data li-
braries to avoid time-consuming computations of complex ana-
lytical formulae in software applications.

Calculations of radiative transition probabilities according
to two different approaches, based on the Hartree-Slater and
Hartree-Fock methods, are documented in the literature [1]–[4].
Tabulations deriving from calculations with the Hartree-Slater
method are collected in the Evaluated Atomic Data Library
(EADL) [5], which is used by various Monte Carlo codes, like
EGSnrc [6], Geant4 [7], [8], MCNP [9] and Penelope [10],
for the simulation of X-ray fluorescence. GUPIX [11], [12], a
specialized software system which is widely used for elemental
analysis with PIXE (Particle Induced X-ray Emission) tech-
niques, instead uses a database of and X-ray intensities
based on Hartree-Fock calculations; however, this code and its
databases are not freely available.

Some limited comparisons of the two theoretical approaches
for the calculation of radiative transition probabilities against
experimental data are documented in the literature; nevertheless,
a systematic and quantitative evaluation of the relative merits of
the two theoretical methods with respect to an extensive data
sample is not available yet. This issue has been addressed by
the study documented in this paper: a comprehensive investi-
gation has been performed to assess the state-of-the-art for the
determination of radiative transition probabilities, and to eval-
uate the accuracy achievable with Monte Carlo codes based on
the current version of EADL.

II. THEORETICAL BACKGROUND

If one considers two energy levels in an atom, a perturbation
to the system (like excitation or ionization) results in a superpo-
sition of the wavefunctions of the two levels; this superposition
manifests itself as a probability amplitude or a charge cloud.
This charge cloud oscillates with a frequency that is equal to the
energy difference between the two states, causing the emission
of radiation. If this disturbed system consists of only one elec-
tron, there is only the interaction between the nucleus and the
electron to consider, and this can be described by a potential;
for a many-electron system the repulsive force between the elec-
tron in question and the other electrons in the atom should also
be included. This repulsive force is assumed to act centrally, like
the force between the electron and the nuclues; combining
these two, one can define the central field. The structure of this
field is a function of the effective charge of the screened
nucleus and this screening, hence is a function of the ef-
fective distance of the electron from the nucleus. This field
can be determined by what is called the “self consistent field”
method: an initial guess about the form of this field is made,

0018-9499/$26.00 © 2009 IEEE
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The world changes…
Kissel’s S-matrix calculations of photon elastic scattering
Electron ionisation cross sections (Deutsch-Märk, Kim-Rudd, Bote-Salvat…)

Scofield’s Hartree-Fock calculations of atomic parameters
Effects of theoretical/experimental atomic binding energies
Salvat’s electron elastic scattering calculations
Photoelectric cross sections, relativistic scattering functions etc.

14

Great expectations for new data libraries!

EPICS2014 “Modernized by reviewing recently published data and making changes” (D. E. Cullen, IAEA-NDS-218, rev.1, 2015)
No change observed, apart from fixing format conversion errors and scientific number notation

Released in January 2018 by IAEA
Released in February 2018 in ENDF/B-VIII.0EPICS2017

D. E. Cullen, IAEA-NDS-0224, IAEA-NDS-0225 rev. 1, IAEA-NDS-0226, 2017
D. A. Brown et al., ENDF/B-VIII.0: The 8th Major Release of the Nuclear Reaction Data Library with CIELO-project 
Cross Sections, New Standards and Thermal Scattering Data, Nucl. Data Sheets, vol. 148, pp. 1-142, 2018

1991/1997 2018
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TABLE I
EPDL CONTENT

Physics Data EPDL97 EPICS2014 EPICS2017
ENDL ENDF-6 ENDL ENDF-6 ENDL ENDF-6

Total photon cross section - - - - - yes
Coherent scattering: integrated cross section yes yes yes yes yes yes
Coherent scattering: average energy of the scatterd photon yes - yes - yes -
Coherent scattering: form factor yes yes yes yes yes yes
Coherent scattering: imaginary anomalous scattering factor yes yes yes yes yes yes
Coherent scattering: real anomalous scattering factor yes yes yes yes yes yes
Incoherent scattering: integrated cross section yes yes yes yes yes yes
Incoherent scattering: scattering function yes yes yes yes yes yes
Incoherent scattering: average energy of the secondary particles yes - yes - yes -
Photoelectric: integrated cross section yes yes yes yes yes yes
Photoelectric: average energy to the residual atom yes - yes - - -
Photoelectric: average energy of secondary particles yes - yes - - -
Photoelectric: cross section by subshell yes yes yes yes yes yes
Photoelectric: average energy to the residual atom by subshell yes - yes - yes -
Photoelectric: average energy of secondary particles by subshell yes - yes - yes -
Pair production: integrated cross section yes yes yes yes yes yes
Pair production: average energy of secondary particles yes - yes - yes -
Triplet production: integrated cross section yes yes yes yes yes yes
Triplet production: average energy of secondary particles yes - yes - yes -
Pair and triplet production: integrated cross section - yes - yes - yes

TABLE II
EADL CONTENT

Physics Data EADL91 EPICS2014 EPICS2017
ENDL ENDF-6 ENDL ENDF-6 ENDL ENDF-6

Number of electrons yes yes yes yes yes yes
Binding energy yes yes yes yes yes yes
Kinetic energy yes - yes - yes -
Average radius yes - yes - yes -
Radiative level width yes - yes - yes -
Non-radiative level width yes - yes - yes -
Average energy to the residual atom per initial vacancy yes - yes - yes -
Average energy of particles per initial vacancy yes - yes - yes -
Average number of particles per initial vacancy yes - yes - yes -
Radiative transition probability and emitted particle energy yes yes yes yes yes yes
Non-radiative transition probability and emitted particle energy yes yes yes yes yes yes

TABLE III
EEDL CONTENT

Physics Data EEDL91 EPICS2014 EPICS2017
ENDL ENDF-6 ENDL ENDF-6 ENDL ENDF-6

Total electron cross section - - - - - yes
Large angle elastic scattering: integrated cross section yes yes yes yes yes yes
Large angle elastic scattering: average energy to the residual atom yes - yes - yes -
Large angle elastic scattering: average energy of the scattered electron yes - yes - yes -
Large angle elastic scattering: angular distributions yes yes yes yes yes yes
Elastic scattering: integrated cross section yes - yes - yes yes
Ionisation: integrated cross section - - - - yes yes
Ionisation cross section by subshell yes yes yes yes yes yes
Ionisation: average energy of secondary particles by subshell yes - yes - yes -
Ionisation: spectra of the recoil electron by subshell yes yes yes yes yes yes
Bremsstrahlung: integrated cross section yes yes yes yes yes yes
Bremsstrahlung: energy spectra of the secondary photon yes yes yes yes yes yes
Bremsstrahlung: average energy of the secondary photon yes yes yes yes yes yes
Bremsstrahlung: average energy of the secondary electron yes - yes - yes -
Excitation: integrated cross section yes yes yes yes yes yes
Excitation: average energy to the residual atom yes yes yes yes yes yes

EPDL
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EEDL

Different content 
for different 
data formats

Not trivial to retrieve 
what contains what
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Assessment
What has changed in EPICS2017 and ENDF/B-VIII 
w.r.t. the data libraries currently used by major Monte Carlo codes
‒ Consistency
‒ Computational performance
‒ Validity w.r.t. experimental data: first results, (in progress)

What has not changed 
‒ and has been previously (recently) identified as the state of the art
‒ and does not reflect the state of the art

How the data libraries are released
How they are maintained

Opportunities for improvement
16

Reliability lies not only 
in the content, but also 

in the process!
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What’s new in EPICS2017

17

Atomic binding energies 

M. G. Pia et al., Evaluation of atomic electron binding energies for Monte Carlo 
particle transport, IEEE Trans. Nucl. Sci., vol. 58, no. 6, pp. 3246-3268, 2011

Propagated into dependent physics quantities 
(cross sections, transition energies etc.)

Electron kinetic energies

Previous: theoretical 

New: empirical, Carlson + Williams 

Previous: undocumented 
New: undocumented

Coherent photon scattering 
integrated cross sections

Changes also in the real and imaginary 
components of anomalous scattering factors 

Previous: from numerically integrated calculations combining 
Thomson scattering, form factors and anomalous scattering factors New: ?

EEDL excitation data Different integrated cross sections and 
average energies for 17 elements 

Roundoff effects? Elastic scattering, large angle scattering, 
Bremsstrahlung integrated cross sections 
Larger number of tabulated data to enable 
linear interpolation instead of logarithmic “Linearization”
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Differences 
appear larger for 
elements with 
low atomic 
numbers
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Atomic binding energies
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difference w.r.t. experiment
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Electron ionisation cross sections 
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M. G. Pia et al., “Evaluation of atomic electron binding energies for Monte Carlo particle transport”,
IEEE Trans. Nucl. Sci., vol. 58, no. 6, pp. 3246–3268, 2011

In EPICS2017 and ENDF/B-VIII: empirical binding 
energies replaced previous theoretical values
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…and their dependencies

20

 6000.00000 11.9078164          0          0          4          0 60028533    1 
 1.00000000 0.0                 0          0         54          8 60028533    2 
 288.000000 2.00000000 0.0        0.0        0.0        0.0        60028533    3 
 3.00000000 0.0        282.020000 5.61488D-4 0.0        0.0        60028533    4 
 4.00000000 0.0        282.030000 .001120600 0.0        0.0        60028533    5 
 2.00000000 2.00000000 255.890000 .413609000 0.0        0.0        60028533    6 
 2.00000000 3.00000000 264.460000 .136190000 0.0        0.0        60028533    7 
 2.00000000 4.00000000 264.470000 .271099000 0.0        0.0        60028533    8 
 3.00000000 3.00000000 273.030000 .004207480 0.0        0.0        60028533    9 
 3.00000000 4.00000000 273.040000 .110012000 0.0        0.0        60028533   10 
 4.00000000 4.00000000 273.050000 .063200800 0.0        0.0        60028533   11 
 2.00000000 0.0                 0          0          6          0 60028533   12 
 16.5900000 2.00000000 0.0        0.0        0.0        0.0        60028533   13 
 3.00000000 0.0                 0          0          6          0 60028533   14 
 11.2600000 .670000000 0.0        0.0        0.0        0.0        60028533   15 
 4.00000000 0.0                 0          0          6          0 60028533   16 
 11.2600000 1.33000000 0.0        0.0        0.0        0.0        60028533   17

Radiative and non-radiative transition energies are 
inconsistent with atomic binding energies

e.g. relaxation data for carbon

non-conservation of energy!



Maria Grazia Pia, INFN Genova

Consistency issues

Electron data have not been “linearized”, but the documentation 
recommends linear interpolation
Different number of data points in ENDF/ENDL libraries, and 
in the same libraries released by IAEA, ENDF/B and NNDC 

21

Inconsistent (or intentionally modified?) units in form factors and 
scattering functions:

Non-monotonic primary e- energies in secondary e- spectra

  6000  9 19  0.0 1712152 2  0.0 0.0 0.0 
81 21 91  0.0 5. 0.0 0.0 0.0 
 1.126000000D-05 2.525000000D-09 4.400440000D+07  
 1.126000000D-05 2.525000000D-08 4.400440000D+07  
 9.495000000D-06 2.525000000D-09 4.062760000D+06  
 9.495000000D-06 2.525000000D-07 3.938040000D+06  

Ee-< atomic binding E! 

“Starting with EPICS2017 all the data has been linearized [...]. The result 
is libraries are roughly three (3) times as large, but it can be accurately 
interpolated using LIN- LIN interpolation…”  

Not documented, liable to induce to errors in simulations

Liable to be source of interpolation problems
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Physics issues

22

Atomic number Z

K−
L 2

 tr
an

si
tio

n 
pr

ob
ab

ilit
y

20 40 60 80 100
10−4

10−3

10−2

10−1

100

EADL91
EADL2017
Scofield's calculations

Atomic number Z

L 2
−M

1 t
ra

ns
iti

on
 p

ro
ba

bi
lit

y

20 40 60 80 100
10−5

10−4

10−3

10−2

10−1

EADL91
EADL2017
Scofield's calculations

Radiative transition probabilities

K L2 L2M1

EADL radiative transition probabilities derive from calculations of 
transition rates by Scofield
Discrepancies identified between EADL 
transition probabilities and Scofield's 
original calculations, which reproduce 
experimental data better than EADL

PIA et al.: VALIDATION OF AND SHELL RADIATIVE TRANSITION PROBABILITY CALCULATIONS 3657

Fig. 11. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line), experimental data (black
circles) and fit to them as in [13] (dashed line).

Fig. 12. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line), experimental data (black
circles), fit to them as in [13] (dashed line), and improved fit (dotted line).

Fig. 13. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line) and fit to experimental
data as in [13] (dashed line).

Fig. 14. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line), experimental data (black
circles) fit to them as in [13] (dashed line), and improved fit (dotted line).

Fig. 15. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line), experimental data (black
circles), fit to them as in [13] (dashed line), and improved fit (dotted line).

Fig. 16. transition probability versus : theoretical calculations based
on the Hartree-Slater [2] (white squares) and the Hartree-Fock [3] (black
squares) potentials, EADL [5] tabulations (solid line), experimental data (black
circles), fit to them as in [13] (dashed line), and improved fit (dotted line).

The same discrepancies are still present 
in EPICS2017 and ENDF/B-VIII.0 

M. G. Pia et al., “Validation of K and L shell radiative transition probability 
calculations”, IEEE Trans. Nucl. Sci., vol. 56, no. 6, pp. 3650–3661, 2009.
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Computational 
performance
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and precision of interpolation associated with the use of the
data. The results using the data libraries released in early 2018
are compared with those obtained with the original Livermore
libraries.

The performance tests reported in this section relate to the
local computational environment where they were executed
and, in the case of tests using portions of Geant4 software,
also to Geant4 implementation. Therefore their results are
meaningful as relative indications with respect to using pre-
vious versions of the data libraries rather than as absolute
requirements of computational resources.

A. Memory Use

The amount of memory required by the original Livermore
libraries and the 2018 version was estimated by loading into
memory the whole data content, corresponding to all tabulated
elements (with atomic number from Z=1 to 100), for each
physics data type. The memory allocated by the Geant4 objects
holding the data was retrieved through the /proc virtual file
system, which provides memory information about a process
in a Linux operating system environment, by measuring the
correspondent VmRSS (Virtual memory Resident Set Size).

The results are summarized in Table VI. This estimate
should be considered as a general indication of the relative
requirements of the original libraries and those released in
early 2018, rather than as absolute estimates of memory
consumption. Specific simulation applications may load only
portions of the libraries into memory, thus using a smaller
amount of resources.

It is worthwhile to note that memory consumption is
unchanged for electron data, since, as discussed in Section
IV, the number of electron data tabulated in ENDF/B-VIII.0
and EPICS2017 is identical to that in the original Livermore
libraries, although the documentation [11] states that it has
been extended. The reduced memory consumption for coherent
scattering integrated cross sections reflects the reduction of
this data set, also discussed in Section IV as inconsistent with
the documentation [10]. For other photon interaction data a
substantial increase in memory requirements is observed with
respect to the original Livermore libraries.

TABLE VI
MEMORY SIZE IN KB REQUIRED TO USE PHYSICS DATA OF ALL ELEMENTS

Physics data Original ENDF/B-VIII Ratiolibraries EPICS2017

Bremsstrahlung cross section 368 368 1
Elastic scattering cross section 472 472 1
Large angle elastic scattering cross section 472 472 1
Ionisation cross section by subshell 1924 1924 1
Excitation cross section 1152 1152 1
Coherent scattering cross section 4528 1868 0.4
Coherent scattering form factor 708 4620 6.5
Incoherent scattering cross section 508 1692 3.3
Incoherent scattering scattering function 724 1836 2.5
Photoelectric cross section 4480 32620 7.3
Photoelectric cross section by subshell 7536 45976 6.1
Pair production cross section 496 1356 2.7
Triplet production cross section 436 920 2.1

B. Computational Speed

The evaluation of the computational performance associated
with the use of the data libraries released in early 2018 was
focused on estimating the effect of linear interpolation of the
data, consistently with their documentation [10], [11], instead
of previously recommended logarithmic interpolation.

Speed tests were executed in a Geant4 application environ-
ment. Thanks to Geant4 design as a toolkit, only a few objects
pertinent to physics data management were instantiated, with
minimal dependencies on other parts of Geant4 code. The data
libraries subject to evaluation were converted into a format
suitable to be handled by Geant4 physics data management
classes.

The test scenario for this purpose concerned the calculation
of total cross section values using the original Livermore
libraries and the libraries released in 2018 along with their per-
tinent interpolation method. In each test case 107 primary par-
ticles were generated with random atomic number uniformly
distributed between 1 and 100 and random energies uniformly
distributed in logarithmic space between 100 eV and 100 GeV.
The corresponding cross section values were calculated by
linear and logarithmic interpolation of the tabulated data.

The results are summarized in Table VII; they report the
time required for the calculation of cross section values,
excluding the time for initialization. One can observe that
the use of linear interpolation reduces the computational
burden substantially with respect to logarithmic interpolation.
The gain in computational speed ranges from approximately
30% for photoelectric cross sections to about a factor 6 for
Bremsstrahlung cross sections.

The computational performance results reported here derive
from a simple data management software implementation,
since the purpose of these tests is to highlight the intrinsic
characteristics of the data libraries. Computational perfor-
mance can be optimized in various ways: for instance, a more
efficient algorithm could store pre-calculated logarithms of the
tabulated data in memory to improve the speed of logarithmic
interpolation calculations, although at the expense of increased
memory consumption; nevertheless, the investigation of data
management optimization is beyond the scope of this paper.

TABLE VII
COMPUTATIONAL TIME IN SECONDS TO CALCULATE INTEGRATED CROSS

SECTIONS WITH DIFFERENT INTERPOLATION METHODS

Physics process Original Libraries EPICS2017
Logarithmic Linear

Bremsstrahlung 3.88 ± 0.01 0.63 ± 0.01
Elastic scattering 3.90 ± 0.01 0.79 ± 0.01
Large angle elastic scattering 3.92 ± 0.01 0.79 ± 0.01
Excitation 4.21 ± 0.01 1.06 ± 0.01
Coherent scattering 4.32 ± 0.02 1.21 ± 0.01
Incoherent scattering 3.93 ± 0.01 1.28 ± 0.01
Photoelectric 4.67 ± 0.01 3.68 ± 0.01
Pair production 2.36 ± 0.01 0.85 ± 0.01
Triplet production 2.25 ± 0.01 0.81 ± 0.01
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libraries.
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and, in the case of tests using portions of Geant4 software,
also to Geant4 implementation. Therefore their results are
meaningful as relative indications with respect to using pre-
vious versions of the data libraries rather than as absolute
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unchanged for electron data, since, as discussed in Section
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and EPICS2017 is identical to that in the original Livermore
libraries, although the documentation [11] states that it has
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scattering integrated cross sections reflects the reduction of
this data set, also discussed in Section IV as inconsistent with
the documentation [10]. For other photon interaction data a
substantial increase in memory requirements is observed with
respect to the original Livermore libraries.

TABLE VI
MEMORY SIZE IN KB REQUIRED TO USE PHYSICS DATA OF ALL ELEMENTS

Physics data Original ENDF/B-VIII Ratiolibraries EPICS2017

Bremsstrahlung cross section 368 368 1
Elastic scattering cross section 472 472 1
Large angle elastic scattering cross section 472 472 1
Ionisation cross section by subshell 1924 1924 1
Excitation cross section 1152 1152 1
Coherent scattering cross section 4528 1868 0.4
Coherent scattering form factor 708 4620 6.5
Incoherent scattering cross section 508 1692 3.3
Incoherent scattering scattering function 724 1836 2.5
Photoelectric cross section 4480 32620 7.3
Photoelectric cross section by subshell 7536 45976 6.1
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B. Computational Speed

The evaluation of the computational performance associated
with the use of the data libraries released in early 2018 was
focused on estimating the effect of linear interpolation of the
data, consistently with their documentation [10], [11], instead
of previously recommended logarithmic interpolation.

Speed tests were executed in a Geant4 application environ-
ment. Thanks to Geant4 design as a toolkit, only a few objects
pertinent to physics data management were instantiated, with
minimal dependencies on other parts of Geant4 code. The data
libraries subject to evaluation were converted into a format
suitable to be handled by Geant4 physics data management
classes.

The test scenario for this purpose concerned the calculation
of total cross section values using the original Livermore
libraries and the libraries released in 2018 along with their per-
tinent interpolation method. In each test case 107 primary par-
ticles were generated with random atomic number uniformly
distributed between 1 and 100 and random energies uniformly
distributed in logarithmic space between 100 eV and 100 GeV.
The corresponding cross section values were calculated by
linear and logarithmic interpolation of the tabulated data.

The results are summarized in Table VII; they report the
time required for the calculation of cross section values,
excluding the time for initialization. One can observe that
the use of linear interpolation reduces the computational
burden substantially with respect to logarithmic interpolation.
The gain in computational speed ranges from approximately
30% for photoelectric cross sections to about a factor 6 for
Bremsstrahlung cross sections.

The computational performance results reported here derive
from a simple data management software implementation,
since the purpose of these tests is to highlight the intrinsic
characteristics of the data libraries. Computational perfor-
mance can be optimized in various ways: for instance, a more
efficient algorithm could store pre-calculated logarithms of the
tabulated data in memory to improve the speed of logarithmic
interpolation calculations, although at the expense of increased
memory consumption; nevertheless, the investigation of data
management optimization is beyond the scope of this paper.

TABLE VII
COMPUTATIONAL TIME IN SECONDS TO CALCULATE INTEGRATED CROSS

SECTIONS WITH DIFFERENT INTERPOLATION METHODS

Physics process Original Libraries EPICS2017
Logarithmic Linear

Bremsstrahlung 3.88 ± 0.01 0.63 ± 0.01
Elastic scattering 3.90 ± 0.01 0.79 ± 0.01
Large angle elastic scattering 3.92 ± 0.01 0.79 ± 0.01
Excitation 4.21 ± 0.01 1.06 ± 0.01
Coherent scattering 4.32 ± 0.02 1.21 ± 0.01
Incoherent scattering 3.93 ± 0.01 1.28 ± 0.01
Photoelectric 4.67 ± 0.01 3.68 ± 0.01
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Triplet production 2.25 ± 0.01 0.81 ± 0.01

“Linearized” data libraries: 
tradeoff between memory and 
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Related to the characteristics of 

each experimental scenario

Results with a trivial data management software
Can do much better with smarter algorithms

Beware of precision of interpolation 
of electron data: linear interpolation

recommended in EEDL documentation, but 
same number of points as in EEDL1991!
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Reproducibility issues
Inconsistencies between the same data released in ENDF and ENDL format
Inconsistencies between the same data in the same format released in 
different systems, e.g. EPICS2017 and ENDF/B-VIII.0
Differences between the data released by IAEA and by NNDC as EPICS2017 
Different data released by IAEA under the same identifier of EPICS2017 
‒ e.g. photoelectric cross sections modified in February, all identified as EPICS2017
‒ Same issue again with transition energies modified in April 2018

24

(screenshots on 18/6/2018)
Example: Carbon

(http://www.nndc.bnl.gov/endf/epics/)
 6000.00000 11.9078164          0          0          4          0 60028533    1 
 1.00000000 0.0                 0          0         54          8 60028533    2 
 288.000000 2.00000000 0.0        0.0        0.0        0.0        60028533    3 
 3.00000000 0.0        276.740000 5.61488D-4 0.0        0.0        60028533    4 
 4.00000000 0.0        276.740000 .001120600 0.0        0.0        60028533    5 
 2.00000000 2.00000000 254.820000 .413609000 0.0        0.0        60028533    6 
 2.00000000 3.00000000 260.150000 .136190000 0.0        0.0        60028533    7 
 2.00000000 4.00000000 260.150000 .271099000 0.0        0.0        60028533    8 
 3.00000000 3.00000000 265.480000 .004207480 0.0        0.0        60028533    9 
 3.00000000 4.00000000 265.480000 .110012000 0.0        0.0        60028533   10 
 4.00000000 4.00000000 265.480000 .063200800 0.0        0.0        60028533   11 
 2.00000000 0.0                 0          0          6          0 60028533   12 
 16.5900000 2.00000000 0.0        0.0        0.0        0.0        60028533   13 
 3.00000000 0.0                 0          0          6          0 60028533   14 
 11.2600000 .670000000 0.0        0.0        0.0        0.0        60028533   15 
 4.00000000 0.0                 0          0          6          0 60028533   16 
 11.2600000 1.33000000 0.0        0.0        0.0        0.0        60028533   17

(http://www.nndc.bnl.gov/endf/b8.0)
 6000.00000 11.9078164          0          0          4          0 60028533 
 1.00000000 0.0                 0          0         54          8 60028533 
 288.000000 2.00000000 0.0        0.0        0.0        0.0        60028533 
 3.00000000 0.0        282.020000 5.61488D-4 0.0        0.0        60028533 
 4.00000000 0.0        282.030000 .001120600 0.0        0.0        60028533 
 2.00000000 2.00000000 255.890000 .413609000 0.0        0.0        60028533 
 2.00000000 3.00000000 264.460000 .136190000 0.0        0.0        60028533 
 2.00000000 4.00000000 264.470000 .271099000 0.0        0.0        60028533 
 3.00000000 3.00000000 273.030000 .004207480 0.0        0.0        60028533 
 3.00000000 4.00000000 273.040000 .110012000 0.0        0.0        60028533 
 4.00000000 4.00000000 273.050000 .063200800 0.0        0.0        60028533 
 2.00000000 0.0                 0          0          6          0 60028533 
 16.5900000 2.00000000 0.0        0.0        0.0        0.0        60028533 
 3.00000000 0.0                 0          0          6          0 60028533 
 11.2600000 .670000000 0.0        0.0        0.0        0.0        60028533 
 4.00000000 0.0                 0          0          6          0 60028533 
 11.2600000 1.33000000 0.0        0.0        0.0        0.0        60028533 

(https://www-nds.iaea.org/epics/)
 6000.00000 11.9078164          0          0          4          0 60028533    1 
 1.00000000 0.0                 0          0         54          8 60028533    2 
 288.000000 2.00000000 0.0        0.0        0.0        0.0        60028533    3 
 3.00000000 0.0        282.020000 5.61488D-4 0.0        0.0        60028533    4 
 4.00000000 0.0        282.030000 .001120600 0.0        0.0        60028533    5 
 2.00000000 2.00000000 255.890000 .413609000 0.0        0.0        60028533    6 
 2.00000000 3.00000000 264.460000 .136190000 0.0        0.0        60028533    7 
 2.00000000 4.00000000 264.470000 .271099000 0.0        0.0        60028533    8 
 3.00000000 3.00000000 273.030000 .004207480 0.0        0.0        60028533    9 
 3.00000000 4.00000000 273.040000 .110012000 0.0        0.0        60028533   10 
 4.00000000 4.00000000 273.050000 .063200800 0.0        0.0        60028533   11 
 2.00000000 0.0                 0          0          6          0 60028533   12 
 16.5900000 2.00000000 0.0        0.0        0.0        0.0        60028533   13 
 3.00000000 0.0                 0          0          6          0 60028533   14 
 11.2600000 .670000000 0.0        0.0        0.0        0.0        60028533   15 
 4.00000000 0.0                 0          0          6          0 60028533   16 
 11.2600000 1.33000000 0.0        0.0        0.0        0.0        60028533   17 
                                                                   60028  099999

Version control and configuration management ISO/IEC/IEEE 12207, IEEE Standard 828



Maria Grazia Pia, INFN Genova

First validation test
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Electron ionisation cross sections
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Conclusion
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