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Theoretical predictions with hadrons in the initial state

Collinear factorization theorem in QCD: y = Y − 1
2 log x1

x2

dσ

dQ2dY dpt...
'

∑
i,j=g,q

∫ 1

0
dx1 dx2 fi

(
x1, Q

2
)
fj
(
x2, Q

2
)
Cij

(
Q2

x1x2s
, y, pt, ..., αs(Q

2)

)

proton proton

p2p1 x1p1 x2p2
fi(x1,Q2) fj(x2,Q2)

Cij(z,αs)

parton i parton j

partonic cross sections Cij(x, ..., αs) (observable-dependent, perturbative)

parton distribution functions (PDFs) fi(x,Q
2) (universal, non-perturbative)
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Scale dependence of the PDFs

DGLAP evolution:

µ2 d

dµ2
fi(x, µ

2) =
∑
j=g,q

∫ 1

x

dz

z
Pij(z, αs(µ

2))fj

(
x

z
, µ2

)
splitting functions Pij(x, αs) (universal, perturbative)

PDFs at a given scale µ0 + DGLAP evolution→ PDFs at any scale µ
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DGLAP evolution

DGLAP equation
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PDF determination from first principles

Non-perturbative problem→ numerical simulations on a discretized spacetime
However, the field-theoretic definition of PDFs involves light-cone distances:

fq(x, µ
2) =

∫
dξ

4π
e−ixξP

+

〈P |ψ̄q(ξ)/nUn(ξ, 0)ψq(0)|P 〉 ξ2 = 0

but in lattice QCD simulation the spacetime is Euclidean, where light-cone
separations are only trivial (ξ = 0)→ PDFs cannot be computed in lattice QCD!

Some possible alternatives:

compute properties of PDFs (Mellin moments) on the lattice

compute on the lattice a different object (quasi-PDFs, pseudo-PDFs) which tends to
the light-cone PDFs in some limit (some issues though)

compute scattering amplitudes on the lattice and extract PDFs

use non-perturbative techniques in the continuum (using e.g. the Bethe-Salpeter
equation)

None of these approaches provides sufficient precision for phenomenology today
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PDF determination in practice

Strategy: fit fi(x, µ
2
0) by comparison with (many) data

parametrize 
PDFs at initial 

scale μ0

evolve with 
DGLAP to the 
data scale Q

compute the 
cross section

fi(x, μ20) fi(x, Q2data) σtheo

compare with 
actual data

(σtheo − σdata) → χ2

change the parameters to minimize χ2

Such fitted PDFs depend unavoidably on the accuracy on the perturbative
ingredients Pij(x, αs), Cij(x, ..., αs)
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What’s on the market

Various PDF fitting groups (more on LHAPDF):

Bold: PDF4LHC recommendation
CTEQ (CT and CJ)

MRST/MSTW/MMHT

NNPDF

ABM/ABKM/ABMP

HERAPDF

xFitter→ ATLAS, CMS, ...

....

Differences:

datasets

theory inputs/assumptions

PDF parametrization

fitting methodology

....
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Figure 3: Comparison of the gluon (upper plots) and up quark (lower plots) PDFs from the CT14,
MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the CT14, ABM12 and HERAPDF2.0
sets (lower plots). The comparison is performed at a scale of Q2 = 100 GeV2, and results are shown
normalized to the central value of CT14.

amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x � 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state MX , for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (MX  50 GeV)
and high masses (MX � 500 GeV for gg, MX � 1 TeV for qq̄ and MX � 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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Figure 3: Comparison of the gluon (upper plots) and up quark (lower plots) PDFs from the CT14,
MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the CT14, ABM12 and HERAPDF2.0
sets (lower plots). The comparison is performed at a scale of Q2 = 100 GeV2, and results are shown
normalized to the central value of CT14.

amount (around 10%). Here ABM12 agrees reasonably with CT14, except for x � 0.1, where
is substantially smaller.

3.2 PDF luminosities

It is also instructive to examine the parton-parton luminosities [104], which are more closely
related to the predictions for LHC cross-sections. The gluon-gluon and quark-antiquark lumi-
nosities, as a function of the invariant mass of the final state MX , for a center-of-mass energy
of 13 TeV are shown in Fig. 5, where we compare, on the left, the three global fits, NNPDF3.0,
CT14 and MMHT14, and, on the right, CT14 with the fits based on reduced datasets, HERA-
PDF2.0 and ABM12, using for the latter exactly the same settings as in the PDF comparison
plots. All results are shown normalized to the central value of CT14, as before. The corre-
sponding comparison for the quark-quark and gluon-quark PDF luminosities is then shown in
Fig. 6.

The luminosity uncertainty ranges tend to blow-up at low invariant masses (MX  50 GeV)
and high masses (MX � 500 GeV for gg, MX � 1 TeV for qq̄ and MX � 5 TeV for qq), that
is, in the regions that are relatively unconstrained in current global PDF fits. The region of
intermediate final-state invariant masses can be thought of as the domain for precision physics
measurements, where the PDF luminosity uncertainties are less than 5% (at 68% CL). There
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Consolidated state of the art

Today most PDF sets are based on the following consolidated ingredients:

NNLO accuracy in DGLAP evolution and in cross section computation

variable flavour number scheme (VFNS) with correct mass effects

flexible PDF parametrizations (with some caveats)

careful treatment of experimental uncertainties

a large dataset:
HERA (inclusive DIS and heavy flavour production)
fixed-target DIS (BCDMS, NMC, NuTeV, ...)
fixed-target Drell-Yan (E866, E605)
Tevatron Drell-Yan
LHC (mostly ATLAS+CMS):

Drell-Yan
jets
tt̄ production
Z pt-distribution
....

Marco Bonvini New insights on the proton's structure

Global PDF fits

Processes used in global PDF fits  [NNPDF 3.1]

Collider DIS

Fixed-Target DIS

Collider Drell-Yan

Jets

Z differential

top production
Fixed-Target Drell-Yan
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Variable flavour number scheme

The number nf of “active” flavours changes during the evolution (factorization scheme
choice to resum large collinear logarithms from heavy quark pair production)

Marco Bonvini New insights on the proton's structure

How is a PDF set determined?

Once all (active) PDFs are known at an "initial" (low) scale, they can be computed at all (higher) scales 
using DGLAP evolution

Given the initial-scale boundary condition, then PDFs at higher scales are fully determined by 
‣ perturbative accuracy of DGLAP splitting functions Pij 
‣ quark masses mi 
‣ quark matching scales μi 
‣ perturbative accuracy of matching conditions Aij

A lot of the information on the PDF set is contained in the initial-scale PDFs 

f [3]
i (x, μ20)

i = g , u , ū , d, d̄, s, s̄

μ0 ∼ 1GeV
DGLAP 

nf=3
f [4]
i (x, μ2

c )
i = g , u , ū , d , d̄ , s, s̄, c c̄

μc ∼ mc

f [5]
i (x, μ2

b)
i = g , u , ū , d , d̄ , s, s̄, c c̄, b, b̄

μb ∼ mb

μ

f [3]
i (x, μ20)

How are these determined?

DGLAP 

nf=4

DGLAP 

nf=5

Matching relation between PDFs in schemes with different nf

f
[nf+1]

i (µ2) =
∑
j=light

Aij(m
2/µ2)⊗f [nf ]

j (µ2) Aij = perturbative matching coefficients

Marco Bonvini New insights on the proton's structure

Variable Flavour Number Schemes

The number of active flavours, namely those "factorized" in the PDFs, changes with the scale 
-> Variable Flavour Number Scheme
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NLO initial condition at µm = µ
NNLO initial condition at µm = µ
standard (µm = m) PDF
µm = 2 m PDF
µm = m/2 PDF

PDFs formally independent of the matching scale; perturbative dependence remain

The dependence is reduced by including higher orders in the matching conditions (and in DGLAP)

NLO NNLO
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Matching conditions at the charm threshold

κc = µc/mc, µc = charm matching scale (threshold)

2.0 2.5 3.0 3.5 4.0 4.5
 [GeV]

0.5

0.0

0.5

1.0

1.5

2.0

2.5

xf
c(x

,
)

Evolution and matching at NNLO, x = 10 4

c = 1.12
c = 1.50
c = 2.00
c = 2.50

NNLO

The perturbatively generated charm PDF, since the scale is low (thus αs is large), is
affected by large higher order corrections, somehow probed by µc variations
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recent developments
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Improving the charm PDF

Option 1: use µc dependence to improve agreement with data [xFitter 1707.05343]14
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Fig. 9 The ratio (�2/�2
0) of total �2 values (all data sets combined) from Figs. 5 and 7, as a function of the a) charm and b) bottom

matching scale µc,b in GeV. �2
0 is the �2 value for µm equal to the quark mass. The triangles (blue N ) are NLO and the diamonds (red ⌥)

are NNLO.
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by resumming the singular ln[1/x] terms in the higher
order splitting kernels [44].

Here, we first make some observations specific to
Figures 9 and 10.

– At NLO for the case of charm, the optimal
computational scale for µc is in the general range
µc ⇠mc for both the inclusive data set (Fig. 9-a) and
the charm data set (Fig. 10-a). For lower scales (µc⌧
mc), ↵S(µ) is large and the charm PDFs are negative.
For higher scales (µc�mc), �2/�2

0 increases.

– At NLO for the case of bottom, the optimal scale for
µb is in the general range µb ⇠ 2mb. For the inclusive

data set (Fig. 9-b) the �2/�2
0 variation is very mild

(⇠ 1%), while for the bottom data set (Fig. 10-b) the
�2/�2

0 variation is larger (⇠ 10%).

– At NNLO for the case of charm, the �2/�2
0 variation

is reduced. For the inclusive data set (Fig. 9-a) the
�2/�2

0 variation is very mild (⇠ 2%), while for the
charm data set (Fig. 10-a) the �2/�2

0 variation is
larger (⇠ 10%). There is no obvious optimal choice
for the µc scale.

– At NNLO for the case of bottom, the �2/�2
0 variation

is reduced and a matching scale choice in the region

at NNLO µc ∼ 3.5GeV ∼ 2.5mc gives the best
agreement, but it’s not perturbatively stable

one should also vary µc to get an uncertainty

Option 2: directly fit the charm PDF from data [NNPDF 1605.06515], default in NNPDF3.1
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Figure 6: Dependence of the charm PDF on the value of the pole charm mass mpole
c : the charm PDF
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scale, PDFs are shown as a ratio to the fit with central mpole

c = 1.47 GeV.
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Figure 7: Same as the bottom row of Fig. 6, but now for the down (top) and anti-up (bottom) PDFs.

14

fitted charm has larger
uncertainty but is much less
dependent on the charm mass
than the perturbatively
generated charm

fitted charm may also contain
some “intrinsic” component

see also [CT 1707.00657]
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Impact of fitted charm PDF

Moderate effect for LHC phenomenology

[NNPDF 1605.06515]

Process Charm PDF mc = 1.33 GeV mc = 1.47 GeV mc = 1.61 GeV

�(gg ! h) [pb]
Fitted 35.5 ± 0.7 35.7 ± 0.5 35.8 ± 0.7

Fitted (no EMC) - 36.0 ± 0.7 -
Perturbative 35.5 ± 0.7 35.4 ± 0.6 35.5 ± 0.6

�(tt̄) [pb]
Fitted 733 ± 26 734 ± 18 734 ± 20

Fitted (no EMC) - 738 ± 20 -
Perturbative 731 ± 20 731 ± 15 726 ± 21

�(W+ ! l+⌫) [nb]
Fitted 6.09 ± 0.14 6.14 ± 0.13 6.04 ± 0.13

Fitted (no EMC) - 6.15 ± 0.12 -
Perturbative 5.97 ± 0.10 6.03 ± 0.10 6.11 ± 0.10

�(W� ! l�⌫) [nb]
Fitted 4.42 ± 0.10 4.43 ± 0.09 4.40 ± 0.09

Fitted (no EMC) - 4.44 ± 0.08 -
Perturbative 4.38 ± 0.07 4.41 ± 0.07 4.47 ± 0.07

�(Z ! l+l�) [nb]
Fitted 1.412 ± 0.028 1.410 ± 0.026 1.410 ± 0.025

Fitted (no EMC) - 1.400 ± 0.023 -
Perturbative 1.376 ± 0.022 1.380 ± 0.021 1.5403 ± 0.021

Table 4: Numerical values for the cross-sections represented in Figs. 24-25.
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Figure 24: The NLO cross-sections for Higgs production in gluon fusion (left) and inclusive top quark
pair production (right) at the LHC 13 TeV with fitted or perturbative charm and mpole

c = 1.33, 1.47
and 1.61 GeV. We also show the result with fitted charm and no EMC data for mpole

c = 1.47 GeV. The
uncertainty shown is the PDF uncertainty only (not including i.e. ↵s variations).
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Figure 25: Same as Fig. 24 for the cross section for the inclusive production of W+ (left) and Z (right)
bosons at the LHC 13 TeV, including leptonic branching fractions and standard acceptance cuts.
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FIG. 15: CT14 NNLO H (gluon-gluon fusion), Z, W+, and W− production cross sections with

an IC PDF component at the LHC
√

s = 13 TeV, as a function of the pole mass mpole
c = 1.1 − 1.5

GeV and charm momentum fraction ⟨x⟩IC = 0 − 3%. The 90% C.L. uncertainty regions for CT14

at NNLO and experimental points [108, 109] are also shown.
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Figure 30: The Z boson rapidity (left) and transverse momentum (right) distributions for Z production
in association with charm at the LHC 13 TeV, computed using the NNPDF sets with perturbative or
fitted charm, and the CT14 IC PDFs shown in Fig. 19. Results are shown as a ratio to the NNPDF
perturbative charm set.

of the cross-section at large pZ
T in comparison to the perturbative charm baseline. For the fitted

charm NNPDF3 PDFs with EMC data, this enhancement could be as large as a factor two (at
the one-sigma level) for pZ

T ' 700 GeV. Once again, however, results obtained with perturbative
and fitted charm PDFs are consistent with each other within the large uncertainties, so also in
this case more accurate measurements could provide a useful constraint.

Turning things around, an accurate measurement at high rapidity and transverse momentum
could rule out perturbative charm. Also, in the central rapidity region, an accurate enough
measurement could confirm the undershoot in the fitted charm case which is seen is Fig. 30, and
though smaller in absolute terms, it is as significant as the large rapidity excess on the scale of
present-day uncertainties. A full NNLO analysis will be required in order to arrive at a definite
conclusion, especially in view of the fact that, as discussed in Sect. 3.4, the fitted charm might
be reabsorbing higher-order corrections.

4.3.2 Charm quark pair production

At hadron colliders, heavy quark pair production is driven by the gg and qq̄ luminosities. The
relative importance of the two channels depends on the kinematics. For instance, for the total
inclusive cross-section in top quark pair production [121], the gg process is dominant at the
LHC 13 TeV (90%), while it is only 14% at the Tevatron (where instead 86% of the cross-
section comes from quark-initiated contributions). In the case of charm quark pair production,
at low transverse momentum pc

T , the cross-section is entirely dominated by gluon-initiated pro-
cesses [90]. However, in the case of fitted charm the cc̄ channel can eventually become dominant
for high enough transverse momentum of the charm quark pc

T , or for high enough rapidity yc: in
these cases, large values of x are probed, where the fall-o↵ of the charm PDF is less steep than
that of the gluon, especially if charm has an intrinsic component. Representative leading-order
Feynman diagrams for the production of a charm-anticharm pair at hadron colliders are shown
in Fig. 31.

In the following, we use the FONLL code [17] for the calculation of the double-di↵erential
cross-section d2�cc̄/dpT dy for the production of a charm-anticharm pair at hadron colliders.
The FONLL calculation combines a fixed-order massive result, accurate at small pT , with a
resummed next-to-leading log prediction in which the charm mass is neglected. As in the case of
deep-inelastic scattering, the massive fixed-order calculation should be modified in the presence

34

processes strongly influenced by the charm PDF in
the initial state (like Z + c) are more sensitive
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The photon PDF

The proton contains also photons, with probability suppressed by αem

However, for percent precision knowing the photon PDF is important

Past: fitting it from data along with the other PDFs (large uncertainties)

A breakthrough: the LUXqed approach [Manohar,Nason,Salam,Zanderighi 1708.01256]

Figure 3. Leading and next-to-leading graphs for the process l + � ! L in the QCD improved

parton model.

At this point a comment is in order. We can systematically compute the cross section

assuming that ↵ and ↵s are of the same size, and that the parton densities themselves are

formally all of the same order. We dub this counting of the order “democratic”, and adopt

it here in what follows, since it is more transparent. In the democratic order-counting, the

index i appearing in Eq. (3.14) should also run over leptons. Furthermore, neglected terms

are of second order in both ↵ and ↵s, i.e. of order ↵2 and ↵↵s (the ↵2
s term being absent),

relative to the Born term.

For phenomenological applications, however, we will take into account the fact that

↵ is smaller than ↵s, using as a guideline the relation ↵ ⇡ ↵2
s. We dub this counting

“phenomenological”. According to it, the photon density of the proton is of order ↵L with

respect to a quark density, L being a log of µ2 over some typical hadronic scale. We can

assume L ⇡ 1/↵s. In this framework the contributions corresponding to the first and second

diagram in Fig. 3.14 are respectively of order ↵2L, ↵2, while the last graph is formally of

order ↵3L ⇡ ↵2↵s (but is zero in the MS scheme). The next-to-leading correction is of

relative order 1/L ⇠ ↵s, rather than of order ↵ (as in the democratic counting), with

respect to the Born term. In the middle diagram of Fig. 3 light leptons can be excluded,

since their PDF is of order L2↵2, and their contribution is of order ↵4L2.5

The cross section for the process �(l + q ! L + q), illustrated in the middle graph of

Fig. 3, is easily computed with standard methods. Details of the calculation are given in

App. D. We get

b�(0,0)
l� (yp) = �0M

2�(ŝ � M2) ,

(3.15)

b�(0,1)
li (yp) = e2

i �0
↵(µ2)

2⇡


�2 + 3z + zp�q(z)

✓
log

M2

µ2
+ log

(1 � z)2

z

◆�
, (3.16)

where �0 is given in Eq. (3.12), ŝ = ys, z = M2/ŝ = x/y and

p�q(z) ⌘ 1 + (1 � z)2

z
. (3.17)

5Unless one considers the photon content of partially stripped ions [28].
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σ = Cγ ⊗ fγ + αem

∑
q

Cq ⊗ fq + ...

= exact formula in terms of measured structure functions
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FIG. 4. The ratio of common PDF sets to our LUXqed result,
along with the LUXqed uncertainty band (light red). The CT14
and MRST bands correspond to the range from the PDF mem-
bers shown in brackets (68% cl. in CT14’s case). The NNPDF

bands span from max(µr � �r, r16) to µr + �r, where µr is
the average (represented by the blue line), �r is the standard
deviation over replicas, and r16 denotes the 16th percentile
among replicas. Note the di↵erent y-axes for the panels.

estimate of the uncertainty in the resonance region taken
as the di↵erence between the CLAS and CB fits (RES);
a systematic uncertainty due to the choice of the transi-
tion scale between the HERMES F2 fit and the pertur-
bative determination from the PDFs, obtained by reduc-
ing the transition scale from 9 to 5 GeV2 (M); missing
higher order e↵ects, estimated using a modification of
Eq. (6), with the upper bound of the Q2 integration set
to µ2 and the last term adjusted to maintain ↵2(↵sL)n

accuracy (HO); a potential twist-4 contribution to FL

parametrised as a factor (1 + 5.5 GeV2/Q2) [57] for
Q2 � 9 GeV2 (T). One-sided errors are all symmetrised.
Our final uncertainty, shown as a solid line in Fig. 3, is
obtained by combining all sources in quadrature and is
about 1-2% over a large range of x values.

In Fig. 4 we compare our LUXqed result for the MS f�/p

to determinations available publicly within LHAPDF [58].
Of the model-based estimates, CT14qed inc [28] and
MRST2004 [21], CT14qed inc is in good agreement with
LUXqed within its uncertainties. Its model for the in-
elastic component is constrained by ep ! e� + X data
from ZEUS [29] and includes an elastic component. Note
however that, for the neutron, CT14qed inc neglects the
important neutron magnetic form factor. As for the
model-independent determinations, NNPDF30 [59], which
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FIG. 5. �� luminosity in pp collisions as a function of the
�� invariant mass M , at four collider centre-of-mass energies.
The NNPDF30 results are shown only for 8 and 100 TeV. The
uncertainty of our LUXqed results is smaller than the width of
the lines.

notably extends NNPDF23 [22] with full treatment of
↵(↵sL)n terms in the evolution [60], almost agrees with
our result at small x. At large x its band overlaps with
our result, but the central value and error are both much
larger.

Similar features are visible in the corresponding ��
partonic luminosities, defined as

dL��

d ln M2
=

M2

s

Z
dz

z
f�/p(z, M2) f�/p

✓
M2

zs
, M2

◆
, (9)

and shown in Fig. 5, as a function of the �� invariant
mass M , for several centre-of-mass energies.

As an application, we consider pp ! HW+(! `+⌫) +
X at

p
s = 13 TeV, for which the total cross section with-

out photon-induced contributions is 91.2 ± 1.8 fb [61],
with the error dominated by (non-photonic) PDF uncer-
tainties. Using HAWK 2.0.1 [62], we find a photon-induced
contribution of 5.5+4.3

�2.9 fb with NNPDF30, to be compared
to 4.4 ± 0.1 fb with LUXqed.

In conclusion, we have obtained a formula (i.e. Eq. (6))
for the MS photon PDF in terms of the proton structure
functions, which includes all terms of order ↵L (↵sL)n,
↵ (↵sL)n and ↵2L2 (↵sL)n. Our method can be eas-
ily generalised to higher orders in ↵s and holds for any
hadronic bound state. Using current experimental in-
formation on F2 and FL for protons we obtain a pho-
ton PDF with much smaller uncertainties than existing
determinations, as can be seen from Fig. 4. The pho-
ton PDF has a substantial contribution from the elas-
tic form factor (⇠ 20%) and from the resonance region
(⇠ 5%) even for high values of µ ⇠ 100�1000 GeV.
Our photon distribution, incorporating quarks and glu-
ons from PDF4LHC15 nnlo 100 [44] and evolved with a
QED-extended version of HOPPET is available as part of

Modern LUX-based PDFs all in
excellent agreement with very
small uncertainty.

Historical photon PDFs have
much more variation.

MMHTqed photon largely in
good agreement with LUXqed.

Main differences (slightly larger
at small x, smaller for x ⇠ 0.5)
due to differences in quarks –
PDFs not exactly the same as
MMHT2014.
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Phenomenological implications of the photon PDF

Neutral Drell-Yan production: sizeable effect at low mass
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Figure 4.1. Representative PI diagrams for various LHC processes: Drell-Yan, vector-boson pair pro-
duction, top-quark pair production, and the associated production of a Higgs with a W boson.
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Figure 4.2. The ratio of photon-initiated contributions to the corresponding quark- and gluon-initiated
ones for neutral current Drell-Yan production as function of the lepton-pair invariant mass Mll in the Z
peak region and central rapidities |yll|  2.5 at

p
s = 13 TeV. We compare NNPDF3.0QED, LUXqed17,

and NNPDF3.1luxQED, with the PI contributions in each case normalized to the central value of the
latter. The NNPDF3.0QED uncertainty band is represented by the red band. For reference, we also
indicate the value of the PDF uncertainties in NNPDF3.1luxQED.

We will compare the predictions of NNPDF3.1luxQED to those of NNPDF3.0QED and
LUXqed17. In all cases we will use the NNLO PDF sets, though the photon PDF depends
only mildly on the perturbative order (see Fig. 3.2). PDF uncertainties for the NNPDF sets
are defined as the 68% confidence level interval and the central value as the midpoint of this
range. This is particularly relevant for NNPDF3.0QED for which, due to non-Gaussianity in
the replica distribution, PDF errors computed as standard deviations can di↵er by up to one
order of magnitude as compared to the 68% CL intervals.

4.1 Drell-Yan production

We begin by examining the role of PI contributions in neutral-current Drell-Yan production. We
will study this process in three di↵erent kinematic regions of the outgoing lepton pair: around
the Z peak, at low invariant masses, and at high invariant masses. We start with the Z peak
region, defined as 60  Mll  120 GeV, where Mll is the lepton-pair invariant mass, and focus
on the central rapidity region |yll|  2.5, relevant for ATLAS and CMS.2 This region provides
the bulk of the Drell-Yan measurements included in modern PDF fits and therefore assessing
the impact of PI contributions is particularly important here.

In Fig. 4.2 we show the ratio of the PI contributions to the corresponding quark- and gluon-
initiated contributions for Drell-Yan production as a function of Mll at

p
s = 13 TeV in the Z

peak region. We compare the predictions of NNPDF3.0QED, LUXqed17, and NNPDF3.1luxQED,
with the PI contributions normalised to the central value of NNPDF3.1luxQED. For reference
we also show the value of the PDF uncertainties in NNPDF3.1luxQED.

We find that PI e↵ects for this process are at the permille level for Mll ⇠ MZ but they become
larger as we move away from the Z peak, reaching 3% for Mll = 60 GeV. At the lower edge of the

2We have verified that similar results hold for the forward rapidity region, 2.0  yll  4.5, relevant for LHCb.
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Figure 4.3. Similar representation as the right panel of Fig. 4.2 for the low (left) and high (right plot)
invariant mass regions, defined as 15 GeV  Mll  60 GeV and Mll � 400 GeV respectively. Please note
that the right figure is plotted in a larger y-axis range in comparison to previous plots.

Mll region the contribution of the PI channel exceeds the level of PDF uncertainty, highlighting
the sensitivity of this distribution to the photon PDF. We find that NNPDF3.1luxQED and
LUXqed17 lead to a larger PI contribution as compared to NNPDF3.0QED at low Mll. As the
PI contribution is only significant away from the Z-peak, where the bulk of the cross-section
lies, these e↵ects may be reasonably neglected in the integrated cross-sections.

Fig. 4.2 demonstrates that the PI contributions in NNPDF3.1luxQED and LUXqed17 lead
to very similar results for Drell-Yan production around the Z peak. We have verified that this
similarity holds also for the low and high mass kinematic regions, as well as for the rest of
processes studied in this section. In the following discussion we will therefore restrict ourselves
to comparisons between NNPDF3.0 and NNPDF3.1luxQED.

We now move to study the low- and high-mass regions, defined as 15  Mll  60 GeV and
Mll � 400 GeV respectively. Drell-Yan low-mass measurements have been presented by ATLAS,
CMS, and LHCb [84,127,128], with the two-fold motivation of providing input for PDF fits and
to study QCD in complementary kinematic regimes. The high-mass region is relevant for BSM
searches that exploit lepton-pair final states, such as those expected in the presences of new
heavy gauge bosons W 0 or Z 0 [129,130].

In Fig. 4.3 we show the same comparison as in the right panel of Fig. 4.2 for the low- and
high-mass regions. In the low-mass case, the PI e↵ects are more significant than in the Z-peak
region, being between 3% and 4% for most of the Mll range, consistently larger that the PDF
uncertainty. We find that PI e↵ects in NNPDF3.1luxQED can be up to a factor three larger than
in the NNPDF3.0QED case due to the corresponding di↵erences in the photon PDF at small x.
In the case of the high-mass region, we observe that the e↵ect of the PI contribution computed
with NNPDF3.1luxQED is comparable to the PDF uncertainties for Mll ⇠> 3 TeV, eventually
becoming as large as ' 10% of the QCD cross-section. These e↵ects are markedly smaller than
in NNPDF3.0QED, where shifts in the cross-section up to ' 80% due to PI contributions were
allowed within uncertainties.

To conclude this discussion on Drell-Yan at the LHC, we have evaluated the ratio of the LO
PI contributions to the NLO QCD cross-sections for the kinematics of the ATLAS high-mass
Drell-Yan measurements at 8 TeV [40]. Both the Bayesian reweighting study of the ATLAS
paper [40] and the analysis of Ref. [22] indicate that this dataset has a considerable sensitivity
to PI contributions if NNPDF3.0QED is used as a prior. Here we revisit this process to assess
how the picture changes when using NNPDF3.1luxQED.

In Fig. 4.4 we show the ratio of PI over QCD contributions for the lepton-pair rapidity
distributions |yll| in Drell-Yan at 8 TeV for two invariant mass bins, 250 GeV |Mll|  300
GeV and 300 GeV |Mll|  1500 GeV. As can be seen, with NNPDF3.0QED the e↵ects of
the PI contribution at large invariant masses can be as large as 25% of the QCD cross-section.
This shift is larger than the corresponding experimental uncertainties, which are typically at
the percent level, explaining the sensitivity of NNPDF3.0QED to this dataset. From Fig. 4.4
we observe that the PI contribution becomes smaller when using NNPDF3.1luxQED, though its
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Figure 4.2. The ratio of photon-initiated contributions to the corresponding quark- and gluon-initiated
ones for neutral current Drell-Yan production as function of the lepton-pair invariant mass Mll in the Z
peak region and central rapidities |yll|  2.5 at

p
s = 13 TeV. We compare NNPDF3.0QED, LUXqed17,

and NNPDF3.1luxQED, with the PI contributions in each case normalized to the central value of the
latter. The NNPDF3.0QED uncertainty band is represented by the red band. For reference, we also
indicate the value of the PDF uncertainties in NNPDF3.1luxQED.

We will compare the predictions of NNPDF3.1luxQED to those of NNPDF3.0QED and
LUXqed17. In all cases we will use the NNLO PDF sets, though the photon PDF depends
only mildly on the perturbative order (see Fig. 3.2). PDF uncertainties for the NNPDF sets
are defined as the 68% confidence level interval and the central value as the midpoint of this
range. This is particularly relevant for NNPDF3.0QED for which, due to non-Gaussianity in
the replica distribution, PDF errors computed as standard deviations can di↵er by up to one
order of magnitude as compared to the 68% CL intervals.

4.1 Drell-Yan production

We begin by examining the role of PI contributions in neutral-current Drell-Yan production. We
will study this process in three di↵erent kinematic regions of the outgoing lepton pair: around
the Z peak, at low invariant masses, and at high invariant masses. We start with the Z peak
region, defined as 60  Mll  120 GeV, where Mll is the lepton-pair invariant mass, and focus
on the central rapidity region |yll|  2.5, relevant for ATLAS and CMS.2 This region provides
the bulk of the Drell-Yan measurements included in modern PDF fits and therefore assessing
the impact of PI contributions is particularly important here.

In Fig. 4.2 we show the ratio of the PI contributions to the corresponding quark- and gluon-
initiated contributions for Drell-Yan production as a function of Mll at

p
s = 13 TeV in the Z

peak region. We compare the predictions of NNPDF3.0QED, LUXqed17, and NNPDF3.1luxQED,
with the PI contributions normalised to the central value of NNPDF3.1luxQED. For reference
we also show the value of the PDF uncertainties in NNPDF3.1luxQED.

We find that PI e↵ects for this process are at the permille level for Mll ⇠ MZ but they become
larger as we move away from the Z peak, reaching 3% for Mll = 60 GeV. At the lower edge of the

2We have verified that similar results hold for the forward rapidity region, 2.0  yll  4.5, relevant for LHCb.
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latter. The NNPDF3.0QED uncertainty band is represented by the red band. For reference, we also
indicate the value of the PDF uncertainties in NNPDF3.1luxQED.
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LUXqed17. In all cases we will use the NNLO PDF sets, though the photon PDF depends
only mildly on the perturbative order (see Fig. 3.2). PDF uncertainties for the NNPDF sets
are defined as the 68% confidence level interval and the central value as the midpoint of this
range. This is particularly relevant for NNPDF3.0QED for which, due to non-Gaussianity in
the replica distribution, PDF errors computed as standard deviations can di↵er by up to one
order of magnitude as compared to the 68% CL intervals.

4.1 Drell-Yan production

We begin by examining the role of PI contributions in neutral-current Drell-Yan production. We
will study this process in three di↵erent kinematic regions of the outgoing lepton pair: around
the Z peak, at low invariant masses, and at high invariant masses. We start with the Z peak
region, defined as 60  Mll  120 GeV, where Mll is the lepton-pair invariant mass, and focus
on the central rapidity region |yll|  2.5, relevant for ATLAS and CMS.2 This region provides
the bulk of the Drell-Yan measurements included in modern PDF fits and therefore assessing
the impact of PI contributions is particularly important here.

In Fig. 4.2 we show the ratio of the PI contributions to the corresponding quark- and gluon-
initiated contributions for Drell-Yan production as a function of Mll at

p
s = 13 TeV in the Z

peak region. We compare the predictions of NNPDF3.0QED, LUXqed17, and NNPDF3.1luxQED,
with the PI contributions normalised to the central value of NNPDF3.1luxQED. For reference
we also show the value of the PDF uncertainties in NNPDF3.1luxQED.

We find that PI e↵ects for this process are at the permille level for Mll ⇠ MZ but they become
larger as we move away from the Z peak, reaching 3% for Mll = 60 GeV. At the lower edge of the

2We have verified that similar results hold for the forward rapidity region, 2.0  yll  4.5, relevant for LHCb.
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Figure 4.7. Same as Fig. 4.3 for Higgs production in association with a W boson, for the Higgs transverse
momentum ph

T distribution (left), and its rapidity yh distribution (right plot).

than the PDF uncertainties. Concerning the yh rapidity distribution, the PI contribution can
be ' 6% in the central rapidity region when using NNPDF3.1luxQED, while it becomes smaller
as one moves to the forward region.

The comparisons of Fig. 4.7 illustrate that PI contributions are relevant also for Higgs boson
physics, including the measurements of its couplings and branching fractions.

5 Summary

Parton distributions with QED e↵ects and a photon PDF are an essential component in high-
precision calculations of many LHC processes. Previous NNPDF QED sets adopted a data-
driven strategy to determine the photon PDF, independently parametrising �(x, Q0) and then
fitting it using constraints from Drell-Yan measurements at the LHC. While this strategy min-
imised the theoretical bias due to model assumptions, the lack of a precise experimental handle
to constrain the photon PDF led to large uncertainties.

With the development of the LUXqed framework, it is now possible to constrain the photon
PDF in terms of the accurately known inclusive structure functions in lepton-hadron scattering.
In this work we have presented the NNPDF3.1luxQED set, where the photon content of the
proton is determined by means of a global PDF analysis supplemented by the LUXqed theo-
retical constraint. As a result, the uncertainty upon the photon PDF is considerably reduced
as compared to our previous NNPDF3.0QED determination, down now to the level of a few
percent. We find that photons carry up to 0.5% of the total momentum of the proton, and that
the overall impact of the various types of QED e↵ects included in NNPDF3.1luxQED induce
small but non-negligible modifications in the quark and gluon PDFs.

We have then presented a first exploration of the implications of NNPDF3.1luxQED for
photon-initiated processes at the LHC. We determine that the impact of PI contributions is
consistent within uncertainties with respect to previous estimates based on NNPDF3.0QED
except for the low-mass region Q < MZ , and that they can be significant for many processes.
For instance, we find corrections up to ' 10% for high-mass Drell-Yan and up to ' 20% for
W+W� production. In many cases, PI processes can be either comparable with or larger than
PDF uncertainties. The uncertainty associated with these PI e↵ects is in itself at the level of a
few percent, so their overall e↵ect is a shift of the cross-sections as compared to the QCD-only
calculation.

The NNPDF3.1luxQED set represents a state-of-the-art determination of the PDFs of the
proton including its photon component, accounting for all relevant theoretical and experimental
constraints. This set is therefore well suited for precision calculations of LHC processes. The
NNPDF3.1luxQED sets are available via the LHAPDF6 interface [135]:

NNPDF31 nlo as 0118 luxqed

NNPDF31 nnlo as 0118 luxqed
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Theory uncertainties

χ2 =

Ndata∑
i,j=1

(Ti −Di)(cov−1)ij(Tj −Dj)

the covariance matrix cov usually contains ONLY experimental uncertainties

Theoretical predictions are perturbative→ uncertainty from missing higher orders

Usually estimated through (unphysical) scale variation: µR, µF
Include such theory uncertainties in the covariance matrix [NNPDF 1905.04311]

Figure 5.2. Comparison of the experimental correlation matrix Eq. (5.1) (top left) and the the combined
experimental and theoretical correlation matrices Eq. (5.2) computed using the prescriptions described in
Sect. 4: the symmetric prescriptions (5-pt top right, 5-pt centre left, 9-pt centre right), and asymmetric
prescriptions (3-pt bottom left, 7-pt bottom right). The data are grouped by process and within a process
by experiment, as in Fig. 5.1.
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Figure 5.2. Comparison of the experimental correlation matrix Eq. (5.1) (top left) and the the combined
experimental and theoretical correlation matrices Eq. (5.2) computed using the prescriptions described in
Sect. 4: the symmetric prescriptions (5-pt top right, 5-pt centre left, 9-pt centre right), and asymmetric
prescriptions (3-pt bottom left, 7-pt bottom right). The data are grouped by process and within a process
by experiment, as in Fig. 5.1.

30

Marco Bonvini Overview of proton PDFs and small-x resummation 15

http://arxiv.org/abs/1905.04311


PDFs with theory uncertainties
4

5−10 4−10 3−10 2−10 1−10       x  

0.8

0.9

1

1.1

1.2

1.3

) [
re

f] 
2

) /
 g

 ( 
x,

 Q
2

g 
( x

, Q

NNPDF3.1 Global, Q = 10 GeV

NLO, C
NLO, C+S(9pt)
NNLO, C

NNPDF3.1 Global, Q = 10 GeV

5−10 4−10 3−10 2−10 1−10       x  

0.8

0.9

1

1.1

1.2

1.3

) [
re

f] 
2

 ( 
x,

 Q
Σ

) /
 

2
 ( 

x,
 Q

Σ

NNPDF3.1 Global, Q = 10 GeV

NLO, C
NLO, C+S(9pt)
NNLO, C

NNPDF3.1 Global, Q = 10 GeV

FIG. 4: The gluon and quark singlet PDFs from the
NNPDF3.1 NLO fits without and with the MHOU (9-points)
in the covariance matrix at Q = 10 GeV, normalised to the
former. The central NNLO result is also shown.

data. The quality of the fit is improved by the inclusion
of the MHOU, with the 9-point prescription performing
rather better than 3-point. Interestingly, � is una↵ected
by the inclusion of the theory covariance matrix, implying
that taking the MHOU into account does not increase the
PDF uncertainties in the fitted cross-sections but instead
resolves some of the tensions between data and theory,
so that the larger overall uncertainty is compensated by
the improved fit quality.

In Fig. 4 we compare at Q = 10 GeV the gluon and
quark singlet PDFs obtained at NLO with and with-
out theory covariance matrix, normalised to the latter.
We also show the central NNLO result when the the-
ory covariance matrix is not included. Three features of
this comparison are apparent. First, when including the
MHOU, the increase in PDF uncertainty is rather mod-
erate (as seen in Tab. II, the uncertainty on predictions is
unchanged). Second, the NLO-NNLO shift is fully com-
patible with the overall uncertainty. Finally, also the cen-
tral value is modified by the inclusion of Sij in the fit, as
the balance between di↵erent data sets adjusts according
to their relative theoretical precision. Interestingly, the
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FIG. 5: Same as Fig. 4 for the gluon, comparing the 3-point
and 9-point prescriptions as a ratio to the latter.

central prediction shifts towards the known NNLO result,
showing that, thanks to the inclusion of the MHOU, the
overall fit quality has improved.

Finally, in Fig. 5 we compare the dependence of the
fit results on the specific choice of prescription for Sij ,
specifically for the 3- and 9-point cases, normalized to
the latter. Whereas results with the 3-point prescription
have somewhat smaller uncertainties, and a central value
which is closer to that when the MHOU is not included
(see Fig. 4), in general the results are consistent.

An alternative way of benchmarking our results is to
compare to PDFs determined using di↵erent choices of
central scale. One may then compare the PDF fit results
obtained using Eq. (2) to the envelope of PDF central
values obtained with di↵erent scale choices in the theory
prediction Ti(kf , kr). This option is briefly discussed in
the appendix and more in detail in [12].

In summary, we have presented the first global PDF
analysis that accounts for the MHOU associated to the
fixed order QCD perturbative calculations used in the fit.
The inclusion of the MHOU shifts central values by an
amount that is not negligible on the scale of the PDF un-
certainty, moving the NLO result towards the result of
the NNLO fit. PDF uncertainties increase moderately,
because of the improvement of fit quality due to the re-
balancing of datasets according to their theoretical pre-
cision. Note that for this to be e↵ective, the correlations
in Sij play a crucial role.

Our results pave the way towards a fully consistent
treatment of MHOU for precision LHC phenomenology.
The NLO results presented here will be upgraded to
NNLO, and this will be facilitated by tools such as the
APPLfast grid interface to the NNLOJET program [19].
We thus anticipate that the upcoming NNPDF4.0 PDF
set will be able to fully account for MHOU both at NLO
and NNLO, as well as other sources of theory uncertainty,
such as those related to nuclear corrections [10, 20].
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central prediction shifts towards the known NNLO result,
showing that, thanks to the inclusion of the MHOU, the
overall fit quality has improved.

Finally, in Fig. 5 we compare the dependence of the
fit results on the specific choice of prescription for Sij ,
specifically for the 3- and 9-point cases, normalized to
the latter. Whereas results with the 3-point prescription
have somewhat smaller uncertainties, and a central value
which is closer to that when the MHOU is not included
(see Fig. 4), in general the results are consistent.

An alternative way of benchmarking our results is to
compare to PDFs determined using di↵erent choices of
central scale. One may then compare the PDF fit results
obtained using Eq. (2) to the envelope of PDF central
values obtained with di↵erent scale choices in the theory
prediction Ti(kf , kr). This option is briefly discussed in
the appendix and more in detail in [12].

In summary, we have presented the first global PDF
analysis that accounts for the MHOU associated to the
fixed order QCD perturbative calculations used in the fit.
The inclusion of the MHOU shifts central values by an
amount that is not negligible on the scale of the PDF un-
certainty, moving the NLO result towards the result of
the NNLO fit. PDF uncertainties increase moderately,
because of the improvement of fit quality due to the re-
balancing of datasets according to their theoretical pre-
cision. Note that for this to be e↵ective, the correlations
in Sij play a crucial role.

Our results pave the way towards a fully consistent
treatment of MHOU for precision LHC phenomenology.
The NLO results presented here will be upgraded to
NNLO, and this will be facilitated by tools such as the
APPLfast grid interface to the NNLOJET program [19].
We thus anticipate that the upcoming NNPDF4.0 PDF
set will be able to fully account for MHOU both at NLO
and NNLO, as well as other sources of theory uncertainty,
such as those related to nuclear corrections [10, 20].

Including theory uncertainties in the fit leads to (slightly) larger PDF uncertainties

The fitted PDF at next order is contained within the band: good!

However, varying again the scale when making a prediction using these PDFs can
lead to a double counting of the scale variation effect [Harland-Lang,Thorne 1811.08434]
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small-x resummation
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Low x at HERA: importance of resummation in PDF fits

Deep-inelastic scattering (DIS) data from HERA extend down to x ∼ 3× 10−5

Tension between HERA data at low Q2 and low x with fixed-order theory
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Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
√
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.
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Also leads to a deterioration of the χ2 when including low-Q2 data

Attempts to explain this deviation with higher twists, phenomenological models, ...

Successful description of this region when including small-x resummation!

[Ball,Bertone,MB,Marzani,Rojo,Rottoli 1710.05935] [xFitter+MB 1802.00064] [MB,Giuli 1902.11125]
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Logarithmic enhancements → all-order resummation

Structure of logarithmically enhanced contributions

pert. coeff. (P,A,C) = a0 L = log
1

x

+ αs
[
a1L + b1

]
+ α2

s

[
a2L

2 + b2L + c2
]

+ α3
s

[
a3L

3 + b3L
2 + c3L + d3

]
+ α4

s

[
a4L

4 + b4L
3 + c4L

2 + d4L+ e4
]

+ . . .

If/when αsL ∼ 1 the fixed-order expansion is no longer predictive!

Resum the logs, and convert to a “logarithmic-order” expansion:

gLL(αsL) + αs gNLL(αsL) + α2
s gNNLL(αsL) + . . .

Leading log (LLx), next-to-leading log (NLLx), next-to-next-to-leading log (NNLLx)...

Small-x resummation formalism developed in the 90s-00s
Known at LLx for partonic cross sections and NLLx for DGLAP evolution

[Catani,Ciafaloni,Colferai,Hautmann,Salam,Stasto] [Thorne,White] [Altarelli,Ball,Forte]

Marco Bonvini Overview of proton PDFs and small-x resummation 19



Example: small-x logarithms in gluon-gluon splitting function

Pgg(x, αs) splitting function at fixed order
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Logarithms start to grow for x . 10−2 → perturbative instability
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Example: small-x logarithms in gluon-gluon splitting function

Pgg(x, αs) splitting function at fixed order
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Logarithms start to grow for x . 10−2 → perturbative instability

Resummation obtained with the HELL public code

[MB,Marzani,Peraro 1607.02153] [MB,Marzani,Muselli 1708.07510] [MB,Marzani 1805.06460]
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Another example: matching conditions at the charm threshold

κc = µc/mc, µc = charm matching scale (threshold)

NNLO NNLO+NLLx
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The perturbatively generated charm PDF is much less dependent on the
(unphysical) matching scale when small-x resummation is included!
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The first two PDF fits with small-x resummation

HELL→ makes possible a PDF fit with small-x resummation

NNPDF3.1sx [1710.05935] xFitter [1802.00064]

NeuralNet parametrization of PDFs polynomial paramterization
MonteCarlo uncertainty Hessian uncertainty
charm PDF is fitted charm PDF perturbatively generated
DIS+tevatron+LHC (∼ 4000 datapoints) only HERA data (∼ 1200 datapoints)
NLO, NLO+NLLx, NNLO, NNLO+NLLx NNLO, NNLO+NLLx

The quality of the fit improves substantially including small-x resummation

χ2/Ndat NNLO NNLO+NLLx

xFitter 1.23 1.17
NNPDF3.1sx 1.130 1.100

smaller!

Stable upon inclusion of low-x data→

 44Juan Rojo                                                                                                       Proton Structure and PDFs, DIS2019

Evidence for BFKL dynamics

Monitor the fit quality as one includes 
more data from the small-x region

NNPDF3.1 fits based on fixed order (NNLO) and small-x resumed (NNLO+NLLx) theory
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NNPDF3.1sx, HERA inclusive structure functions

NNLO

NNLO+NLLx

NNPDF3.1sx, HERA inclusive structure functions

NNLO quality degrades as more 
small-x data included

Best description of small-x HERA data 
only possible with BFKL effects!

Ball et al 17, xFitter 18
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Significantly improved description of the HERA data

Low x at HERA: importance of resummation in PDFs

DIS data from HERA extend down to x ⇠ 10�5

Tension between HERA data at low Q2 and low x with theory
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Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
�
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.
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Attempts to explain this deviation with higher twists, saturation models, ...

Successful description of this region including small-x resummation!
[Ball,Bertone,MB,Marzani,Rojo,Rottoli 1710.05935] [xFitter+MB 1802.00064] [MB,Giuli 1902.11125]

Note: future higher energy colliders will probe smaller values of x
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Significantly improved description of the HERA data

Low x at HERA: importance of resummation in PDFs

DIS data from HERA extend down to x ⇠ 10�5

Tension between HERA data at low Q2 and low x with theory
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Figure 34: The combined low-Q2 HERA inclusive NC e+p reduced cross sections at
�
s =

318GeV with overlaid predictions from HERAPDF2.0 NNLO. The bands represent the total
uncertainties on the predictions. Dotted lines indicate extrapolation into kinematic regions not
included in the fit.
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Attempts to explain this deviation with higher twists, saturation models, ...

Successful description of this region including small-x resummation!
[Ball,Bertone,MB,Marzani,Rojo,Rottoli 1710.05935] [xFitter+MB 1802.00064] [MB,Giuli 1902.11125]

Note: future higher energy colliders will probe smaller values of x
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Impact of small-x resummation on PDFs: the gluon

Small-x resummation mostly affects the gluon PDF (and the total quark singlet)
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NNPDF31sx global, Q = 100 GeV
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Note: future higher energy colliders will probe smaller values of x (xmin ∼ Q2/s)
→ small-x resummation will be even more important in future!
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Impact of small-x resummation at LHC and future colliders

gg → H inclusive cross section: [MB,Marzani 1802.07758] [MB 1805.08785]
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ggH production cross section  ---  effect of small-x resummation

N
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N
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N
3
LO+LLx, res PDFs

ggH cross section at FCC-hh ∼ 10% larger than expected!

At LHC +1% effect; larger effect expected at differential level

Other processes (Drell-Yan, cc̄, ...): work in progress (at multi-differential level)
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Conclusions

Our study of the structure of the proton keeps progressing and producing very
interesting new results

Stay tuned
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Backup slides
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A digression on the theory of small-x resummation

Small-x resummation formalism based on kt-factorization and BFKL [Altarelli,Ball,Forte]

Developed in the 90s-00s [Catani,Ciafaloni,Colferai,Hautmann,Salam,Stasto] [Thorne,White]

Known at LLx and NLLx since many years, but very limited number of applications
until very recently, because small-x resummation is a hell!

Recent developments: [MB,Marzani,Peraro 1607.02153][MB,Marzani,Muselli 1708.07510]

improved ABF [Altarelli,Ball,Forte 1995,...,2008] procedure to resum splitting
functions and new formalism for coefficient functions

all the ingredients for describing DIS process at small x, including mass effects
and heavy flavour matching conditions in DGLAP evolution

match resummation to NNLO, allowing NNLO+NLLx phenomenology

we released (and keep developing) a public code
HELL: High-Energy Large Logarithms www.ge.infn.it/∼bonvini/hell

which delivers resummed splitting functions and coefficient functions

HELL interfaced to APFEL (apfel.hepforge.org) → PDF fits

matching to N3LO also available [MB,Marzani 1805.06460]

resummation of LHC observables (Higgs in gluon fusion) [MB 1805.08785]
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Towards N3LO evolution

Recent impressive progress towards N3LO splitting functions
[Davies,Vogt,Ruijl,Ueda,Vermaseren 1610.07477] [Moch,Ruijl,Ueda,Vermaseren,Vogt 1707.08315]

At small x, approximate predictions from NLLx resummation [MB,Marzani 1805.06460]
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Large uncertainties from subleading logs

N3LO splitting functions are much more unstable at small x → need resummation!
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The role of FCC-eh (and LHeC)

Prediction in the
LHeC and FCC-eh
kinematic regions for
F2 and FL
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Pseudo data show a small errors:
significant constraining power!

Fit to pseudo data shows a significantly
reduced uncertainty, and a huge effect of
small-x resummation
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Higgs production: parton-level results

σ(m2
H , s) = σ0(m
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Higgs production: parton luminosities
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Higgs production: LHC and future colliders
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The large effect of the resummation is due to the NNLO being perturbatively
unstable at small x
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New parametrization in xFitter

Default xFitter parametrization xf(x) = AxB(1− x)C
[
1 +Dx+ Ex2

]
Not flexible enough at small x! May lead to bias.

Newly proposed parametrization [MB,Giuli 1902.11125]

xf(x) = AxB(1− x)C
[
1 +Dx+ Ex2 + F log x+G log2 x+H log3 x

]
much more flexible at small x!

Reduction of the χ2, both at fixed order and with resummation
Slightly different PDF shapes, well compatible with the (more flexible) NNPDF fit
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